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Abstract—When encountering unfamiliar programming tasks (e.g., connecting to a database), there is a need to seek potential working code examples. Instead of using code search engines, software developers usually post related programming questions on online Q&A forums (e.g., Stack Overflow). One possible reason is that existing code search engines would return effective code examples only if a query contains identifiers (e.g., class or method names). In other words, existing code search engines do not handle natural-language queries well (e.g., a description of a programming task). However, developers may not know the appropriate identifiers at the time of the search. As the demand of searching code examples is increasing, it is of significant interest to enhance code search engines. We conjecture that expanding natural-language queries with their semantically related identifiers has a great potential to enhance code search engines. In this paper, we propose an automated approach to find identifiers (in particular API class-names) that are semantically related to a given natural-language query. We evaluate the effectiveness of our approach using 74 queries on a corpus of 23,677,216 code snippets that are extracted from 24,666 open source Java projects. The results show that our approach can effectively recommend semantically related API class-names to expand the original natural-language queries. For instance, our approach successfully retrieves relevant code examples in the top 10 retrieved results for 76% of 74 queries, while it is 36% when using the original natural-language query; and the median rank of the first relevant code example is increased from 22 to 7.
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1 INTRODUCTION

URING the process of software development, developers need to accomplish different programming tasks, such as connecting to a database, and uploading a file to a server. Many approaches (e.g., [6] [16] [35]) have been proposed to help developers search relevant source code. For examples, GitHub and Koders are two code search engines that return source code snippets for given keywords. The keywords are usually identifiers, such as class and method names. Recent work by Stolee et al. [33] describes a new search model other than the keyword-based engines, i.e., let developers specify the behaviour of the target code, such as defining the expected input and output.

The programming tasks encountered by one developer might have already been encountered by others [11]. Developers often seek help from other developers for potential solutions (e.g., code examples). A code example is a snippet of source code that has a few lines of code and is usually used to show how a programming task is implemented [19]. To get a potential solution from a large community of developers, developers often ask programming questions on online Q&A forums (e.g., Stack Overflow, hereby SO) [11]. Such programming questions are presented in the form of natural language. For instance, when a developer looks for code examples that show the implementation of playing sound, he or she may ask the following question: “How can I play sound using Clip in Java?” (see Fig. 1). The increasing popularity of online Q&A forums indicates the increasing need of searching code examples. However, existing code search engines mainly support keyword-based queries that consist of a set of search terms (e.g., class and method names). Therefore, we think there is a significant interest to enhance existing code search engines by expanding natural-language queries with identifiers (e.g., class and method names). In addition, an improved code search engine can help companies to better manage code reuse and share knowledge in large scale proprietary software systems (e.g., a car typically has about 100 million lines of code [27]).

Our preliminary study (see Section 2) shows that the proportion of identifiers plays a key role in retrieving relevant code examples from code search engines. As an example shown in Fig. 1 after adding five identifiers (i.e., “Player”, “AudioInputStream”, “LineUnavailableException”, “Game”, and “AudioClip”) to the initial query, a code example that better matches the initial query is returned. There are various approaches to find terms (e.g., identifiers) for query expansion in the software engineering area, and they can be grouped into two categories [14]: 1) semi-automated approaches that extract terms (e.g., identifiers) only from the answers that have been marked by develop-
operators as relevant to the initial query; and 2) automated approaches that use natural language processing (NLP) models trained from the general English text to identify terms that are semantically related to the initial query [43].

In this paper, we propose an automated approach that recommends semantically related API class-names to expand a natural-language query through a neural network language model. We focus on API class-names because applications with similar functionalities often use the same set of API classes. The approach is based on a continuous bag-of-words model [25] that can learn the semantic representations of API class-names from the source code. We compute the semantic distances between the terms of the initial query and API class-names, and select the top semantically related API class-names to expand the initial query.

Our major contributions are presented as follows:

- Conduct a preliminary study using a representative sample of 384 SO questions. We observe that code search related questions are prevalent in SO, and such questions are described in natural language with a small proportion of identifiers (e.g., class names).
- Propose an automated approach to expand natural-language code search queries with semantically related API class-names, using a neural network language model.
- Evaluate our approach using a corpus of 23,677,216 code snippets. The results show that our approach can significantly enhance code search engines on natural-language queries. Specifically, the median position of the first correct answer in the returned list is lifted from 22 to 2 for the 74 studied queries. The improvement is desirable since developers always only look at the top results.

**Paper organization.** Section 2 shows our motivating studies. Section 3 describes the details of our approach. The case study design, results, and the threats to validity of our study are presented in Sections 4, 5, and 6, respectively. We discuss related work in Section 7 and conclude in Section 8.

## 2 Motivating Study

In this section, we perform a preliminary study to find if it is desirable to support natural-language queries in code search engines and what is a possible way to expand natural-language queries.

### RQ1. Is it common to seek code examples by posting descriptive questions on StackOverflow?

**Motivation.** As code search engines do not support natural-language queries well, developers often seek help from fellow peers by posting descriptive questions on online Q&A forums (e.g., SO). In this research question, we classify questions posted on SO into various categories and quantify the number of questions related to code search. The prevalence of code search questions could indicate that it is a common practice for developers to search for code examples with only descriptive questions on SO, and therefore...
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**Fig. 1.** The first code example returned for the initial (left) and the expanded (right) queries, respectively.
it is desirable to support natural-language queries in code search engines.

**Approach.** To address this preliminary question, we intended to restrict the questions related to “Java”, which is the most popular object-oriented programming language [37]. We extract 725,492 questions from Stack Overflow that were tagged with “Java” and were posted between August 2008 to October 2014. To reflect the distribution of the 725,492 SO questions at the 95%±5% confidence level, a sample set of 384 questions are needed [3]. Therefore, we randomly select 384 questions from the entire population to create a representative sample.

We manually review and classify the sampled questions. Inspired by the types of questions that are identified by Stolee et al. [33], we categorize questions into the following six categories:

(C1) **Code search** that contains questions on how to fulfil a programming task.

(C2) **Concept explanation** that includes questions regarding some programming concepts or techniques.

(C3) **Debugging** that has questions dealing with the run-time errors or unexpected exceptions.

(C4) **Procedure** that contains questions seeking a scenario to accomplish a certain task which is not related to programming.

(C5) **Suggestion** that includes questions looking for the availability of certain tools.

(C6) **Discussion** that has questions discussing performance or programming languages, etc.

Finally, we compute the proportion of the questions belonging to each of the six categories. The proportion can reflect the popularity of questions related to Code search on Stack Overflow.

**Findings.** The dominant category of questions on SO is Code search. The distribution of questions in each category is shown in Table 1. We observe that 31% of the sample questions belong to the category Code search. This observation indicates that SO is frequently used by developers when seeking solutions for a particular programming task. However, questions posted on forums like SO are answered by peer developers. It is not guaranteed that each question can be correctly answered in a timely manner. On the other hand, code search engines instantly return answers for a query. If using Code search questions as queries is well supported by code search engines, it could considerably relieve programming burdens of developers.

We observe that Code search related questions describe a particular programming task in a natural-language way. For instance, to complete the task of subtracting three months from a given object of class “java.util.Date”, an example question is asked as: “java.util.Date - Deleting three months from a date?” There is no consistent pattern of expressing the Code search questions. For example, there are only 29% (i.e., 34 out of 118) of Code search questions contain the word “how” in the sampled 384 questions. In the aforementioned example question, there is an identifier “java.util.Date”. However, we observe that identifiers do not necessarily appear in questions, such as “Converting alphanumeric to ascii and incrementing”.

Developers tend to prefer answers with code examples. We find that the accepted answers of Code search questions on SO usually contain code examples. Particularly, 62% (73 out of 118) of Code search questions contain code examples. This ratio is close to the observation by Stolee et al. [33], which is 63%.

**TABLE 1**

<table>
<thead>
<tr>
<th>Category of questions</th>
<th>Number of questions (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C1) Code search</td>
<td>118 (31%)</td>
</tr>
<tr>
<td>(C2) Concept explanation</td>
<td>26 (7%)</td>
</tr>
<tr>
<td>(C3) Debugging</td>
<td>62 (16%)</td>
</tr>
<tr>
<td>(C4) Procedure</td>
<td>104 (27%)</td>
</tr>
<tr>
<td>(C5) Suggestion</td>
<td>39 (10%)</td>
</tr>
<tr>
<td>(C6) Discussion</td>
<td>35 (9%)</td>
</tr>
</tbody>
</table>

**RQ2. Does including identifiers help code search?**

**Motivation.** By exploring Stack Overflow, we observe that Code search questions are usually composed of natural-language terms, and do not necessarily contain identifiers (i.e., class or method names). When using Code search questions as queries, our intuitive solution to improve the search efficiency is to extend the initial question with appropriate identifiers. In this question, we aim to examine if our intuitive solution makes sense, i.e., if including identifiers in queries can help find code examples.

**Approach.** To address this question, we analyze a large number of code search queries with and without identifiers. The queries are extracted from a year-long (i.e., from 2007-01-01 to 2007-12-31) usage log data of Koders.com which was a very popular code search engine with over three million unique visitors in 2007 [3]. The usage log data was collected by


To accomplish a particular programming task, it is a common practice of developers to seek code examples on SO by asking descriptive questions. Supporting to use such questions as queries in code search engines potentially accelerates the process of solution finding.
Bajracharya and Lopes [1], and there are 628,862 code search queries in the data.

The usage log records two types of activities of users: 1) a search activity represents a user’s query; and 2) a download activity happens if a user clicks one of the query results to view the code snippet. A download activity indicates that the user is interested on the clicked code snippet and uses the code snippet in some way.

We consider that a query is answered if at least one code snippet is clicked. The underlying assumption is that a user would click the code snippet only when the user thinks a code snippet is relevant to his/her query. This assumption has been used in prior studies (e.g., [17, 18]) on both code search and general purpose search for finding relevant results.

To determine if a query contains identifiers, we examine if a query contains any of the three fields: “mdef”, “cdef” and “idef” that are used by Koders.com to specify method, class and interface names in a query, respectively.

To evaluate whether including identifiers in code search queries impacts the efficiency of code search engines, we split the 628,862 Koders queries into two groups: 1) one group contains all queries having one or more identifiers; and 2) the other group contains all remaining queries. Then we test the following null hypothesis, using the Chi-squared test [13] with the 95% confidence level (i.e., $p\text{-value} < 0.05$):

$$H_{20}: \text{the proportion of answered queries does not differ between the two groups of queries with and without identifiers.}$$

The Chi-squared test assesses if there is a relationship between two categorical variables [13]. If there is a significant difference, we reject the null hypothesis and further compute odds ratio ($OR$) [30]. The odds ratio measures how strongly the presence of identifiers in queries associated with the success of getting answers. $OR = 1$ indicates that the presence of identifiers does not affect the search efficiency; $OR > 1$ shows that the presence of identifiers can increase the likelihood of having a query answered; and $OR < 1$ means that the presence of identifiers negatively affects the search efficiency.

**Findings.** Including identifiers (i.e., class or method names) in a query significantly increases the chance for retrieving relevant code examples. The $p$-value of the Chi-squared test is less than 2.2 e-16, thus we reject the null hypothesis $H_{20}$ and conclude that the proportion of answered queries is significantly different between the groups with or without identifiers. Table 2 presents the detailed number of queries.

<table>
<thead>
<tr>
<th>Queries with identifiers</th>
<th>Answered (%)</th>
<th>Unanswered (%)</th>
<th>Answered Unanswered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queries without identifiers</td>
<td>5,090 (0.8%)</td>
<td>15,810 (2.5%)</td>
<td>32%</td>
</tr>
</tbody>
</table>

Summary of the motivating study. When performing a particular programming task, a common way for developers to find relevant code examples is to post Code search questions on SO. However, questions on SO are not guaranteed to be answered immediately. To get instant answers (i.e., relevant code examples), it is desirable to use Code search questions as queries on code search engines.

Moreover, we observe that having identifiers in a query significantly improves the search efficiency. Considering that Code search questions are usually described in a natural-language way, extending the questions with identifiers may improve the efficiency of searching code examples with Code search questions. Therefore, we propose an approach to automatically expand natural-language queries with the semantically related identifiers (particularly API class-names).

### 3 OUR APPROACH

In this section, we present the details of our approach for query expansion.

#### 3.1 Overview

Fig. 2 depicts the overview of our approach. Our approach contains three major steps:

1) extracting vector representations that are used to map natural-language queries with identifiers;
2) applying the model to find relevant identifiers to expand the given query;
3) executing the expanded query to retrieve code snippet lists from the code snippet corpus.

#### 3.2 Extracting Vector Representations

To map natural-language queries with identifiers, we extract vector representations of words by applying the continuous bag-of-words model (CBOW) [25].
Specifically, the CBOW model is used to find if two words describe the similar functionality of code.

The CBOW model is a neural network model that can infer semantically similar words from the context of words (i.e., their surrounding words). For instance, we assume that the corpus contains (“the”, “girl”, “was”, “walking”) and (“the”, “boy”, “was”, “walking”). The CBOW model learns that “girl” and “boy” are semantically similar, as they have the same context (“the”, “was”, “walking”). More background on the neural natural-language model is presented in Appendix ??.

The details of extracting vector representations are described as follows.

1) **Extracting identifiers.** Identifiers include class and method names. Comparing to user-defined classes or API methods, API classes are more likely to appear in many code examples. In the other words, using API classes can retrieve more relevant code examples. Therefore, we choose to use only the API class-names as identifiers to expand the original natural-language queries. Specifically, we only use the classes that are described in Java API documentation.

To extract API class-names from a Java file, we parse all “import” statements to get the class-name. The “import” statement (e.g., “import java.util.Arrays”) specifies the Java class that is used in a Java file, and comprises of both the package name and the class name. The “import” statements that do not specify the Java class, such as “import java.util.*”, are excluded. We process all Java files to extract all API class-names that exist in our corpus. In total, 15,085 class-names are extracted, including 97% (i.e., 3,892 out of 4,024) of the Java API classes listed in the Java API doc.

2) **Creating the training data for the CBOW model.** We tokenize each code snippet (i.e., a complete method) in the corpus through camel case splitting. The camel case splitting (e.g., “DescriptionAttribute” to “Description” and “Attribute”) has been used in prior studies [20,51] to extract words from identifiers. As we propose to extend natural-language queries with API class-names, we keep them as is. Therefore, a term is either a word or an intact class-name.

We normalize the tokenized terms by removing stop words and stemming. Our stop words include both common English stop-words (e.g., “a”, “the”, and “is”) and programming keywords (e.g., “if”, “else”, and “for”). We use the Porter stemmer for stemming the tokenized terms, such as converting the words “stems”, “stemmer”, “stemming” and “stemmed” to the word “stem”. All the normalized terms make up the corpus for training the CBOW model.

3) **Extracting vector representations.** We choose to use Word2vec[5] that is an efficient implementation of the CBOW model [25]. Word2vec takes the corpus of the normalized terms as the training data to build the model, and produces a set of term vectors as the output.

The resulting term vectors include the vectors of all the terms that appear in the training data. Each element of a term vector is a float value, which reflects one semantic feature of the term.

### 3.3 Expanding the Natural-Language Queries

To expand queries, we first need to obtain the vector representation of a natural-language query. Then based on similarities between the query and API class-names, we find relevant API class-names from the corpus. Details are described as follows.

1) **Obtaining the vector representation of a natural-language query.** For each natural-language query, we perform the camel case splitting, stop word removal and stemming. We use a vector \( V_q = (t_1, t_2, ..., t_i, ..., t_m) \) to represent a normalized natural-language query, where \( m \) is the total number of terms in the normalized query, and \( t_i \) represents the \( i \)-th term. For example, the natural-language query “How can I play sound using Clip in Java?” can be represented by the vector \( V_q = ("play", "sound", "use", "Clip") \).

The terms contained in the natural-language queries are likely to appear in the training data, which is created using a large-scale code snippet corpus. Then for each term \( t_i \) in the normalized query, we extract its term vector representation (i.e., a float

5. word2vec: http://code.google.com/p/word2vec/
vector) from term vectors that are generated on the training data. We denote the term vector as \( t_i = (f_{i1}, f_{i2}, ..., f_{ij}, ..., f_{in}) \), where \( n \) is the total number of semantic features, and \( f_{ij} \) is the \( j_{th} \) semantic feature.

We obtain the vector representation \( T_q \) of the normalized natural-language query by summing up the term vectors of each term of the query. That is, \( T_q = \sum_{i=1}^{m} t_i = \sum_{i=1}^{m} (f_{i1}, f_{i2}, ..., f_{ij}, ..., f_{in}) \), where \( m \) is the total number of terms in the query and \( n \) is the number of semantic features. For example, the query “How can I play sound using Clip in Java?” is normalized to (“plai”, “sound”, “us”, “clip”) that has four terms. Then we obtain the vector representation of this query by summing up the term vectors of each of the four terms “plai”, “sound”, “us” and “clip”.

2) Inferring relevant API class-names for the query. Similarly, we obtain the term vector representation of each API class-name from term vectors that are generated from the training data. We denote the vector representation of an API class-name as \( T_c = (f_1, f_2, ..., f_i, ..., f_n) \), where \( n \) is the number of semantic features.

For a natural-language query \( q \), we compute its semantic distance to each API class-name \( c \). The semantic distance is measured by the cosine similarity \([29]\) between their vector representations, and can be computed using Eq. \( (1) \):

\[
D_{q,c} = \frac{T_q \cdot T_c}{||T_q|| ||T_c||} \tag{1}
\]

where \( T_q \) is the vector representation of the natural-language query \( q \), and \( T_c \) is the vector representation of the API class-name \( c \).

Then we rank the API class-names based on their semantic distances to the query.

As the more popular an API is, the more widely the API class is used to accomplish a programming task. The popularity of the API class-names is another important feature to consider \([19]\). The popularity of an API class-name is measured by the number of Java files that use the corresponding API class in the corpus. Hence, we re-rank the top 10 API class-names based on their popularities.

Finally, we select the top \( k \) API class-names from the resulting ten API class-names to expand the query. After attempting different numbers \( i.e., k = 1, 3, 5, 7, 10 \) on a development set of five queries, we decide to set \( k = 5 \). The development set is only used for choosing \( k \), and is not included in the evaluation step. In addition, the completeness and redundancy of the selected API class-names can be balanced when setting \( k = 5 \). Specifically, using only the top ranked API class-name \( i.e., k = 1 \) might be insufficient to help improve the search efficiency. However, recommending many API class-names \( i.e., k = 10 \) to a query would increase the chance to include redundant API class-names that are not the most relevant to the query. For the query “How can I play sound using Clip in Java?” (see Fig. \( 1 \)), the top 5 selected API class-names are: “Player”, “AudioInputStream”, “LineUnavailableException”, “Game”, and “AudioClip”.

3.4 Executing the Expanded Queries

We execute the expanded queries using a two-layer code search engine. The two layers are applied following the order: the vector space model (VSM) \([22]\) and the weighted-sum ranking schema \([12]\).

1) The vector space model is used to retrieve an initial set of relevant code examples for expanded queries. However, VSM is a search engine for general text retrieval and therefore, is not optimized for code search. Solely using the similarity between the code example and the query is insufficient to retrieve relevant code examples \([21]\). Therefore, based on the similarity scores of the retrieved code examples that are reported by VSM, we further perform the weighted-sum ranking schema.

2) The weighted-sum ranking schema computes the ranking score of a candidate code example using a weighted sum of various features of the code example \([12]\). In our approach, we consider the following five code example features:

(F1) \( f_v \) is the similarity score produced by an off-the-shelf VSM technique Lucene\(^6\) to measure the similarity between two texts \( i.e., \) the query and the code example in our case). Therefore, \( f_v \) measures the text similarity between the query and the whole body of the code example.

(F2) \( f_s \) measures the cosine similarity between the query and the signature of the code example \([19]\). The signature of the code example only includes the method name and the type of each parameter. Thus \( f_s \) captures the relevance between the query and the method declaration \( i.e., \) method name and parameter types.

(F3) \( f_n \) denotes the sum of the total number of occurrences that each line of code in the code example appears in the corpus \([3]\). \( f_n \) describes the popularity of the code example.

(F4) \( f_p \) is the number of the parameters of the code example, and reflects the amount of information required to execute the code example.

(F5) \( f_a \) denotes whether the recommended API class-names for the query expansion appear in the parameters of the code example. If the answer is yes, \( f_a \) is set to -1, otherwise, it is 0.

We compute the ranking score of a code example as the weighted sum of its five features, using Eq. \( (2) \):

\[
S = w_{f_v} + w_{f_s} + 2w_{f_n} + w_{f_p} + w_{f_a} \tag{2}
\]

where \( w_{f_v}, w_{f_s}, w_{f_n}, w_{f_p}, w_{f_a} \) are the five features of a code example, and \( w \) is the weight for the features.

In our implementation, we assign equal weights to

---

TABLE 3
Summary of our corpus.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of projects</td>
<td>24,666</td>
</tr>
<tr>
<td>Number of Java files</td>
<td>2,882,451</td>
</tr>
<tr>
<td>Number of code snippets</td>
<td>23,677,216</td>
</tr>
</tbody>
</table>

4 Case Study Setup

In this section, we present the setup of our case study to evaluate the performance of our proposed approach. The case study setup includes our corpus of code snippets, the golden set, and baseline approaches for comparison purpose.

4.1 Corpus

A large-scale corpus of code snippets is needed for evaluating the performance of retrieving code examples for a given code search query. To build the corpus, we download a big inter-project repository IJaDataset that was created by Keivanloo et al. [19] and later was used by Svajlenko et al. [34] to build a benchmark for clone detection. The dataset contains 24,666 open-source projects that are collected from SourceForge and Google Code. In total, there are 2,882,451 unique Java files.

To extract code snippets from Java files, we use the same approach as the earlier work [25] on code search and recommendation of Java source code. Specifically, we use a Java syntax parser available in Eclipse JDT to extract one code snippet from each single method in the Java files. Finally, 23,677,216 code snippets are extracted and added into the code snippet corpus. Table 3 summarizes the key descriptive statistics of the corpus.

4.2 Golden set

A golden set is a set of queries associated with a list of code examples that are correctly tagged to be relevant to each query. A golden set is essential to evaluate how our approach performs in recommending code examples for natural-language code search queries.

1) First golden set. The first golden set is obtained from a benchmark that was created for the clone detection purpose by Svajlenko et al. [34]. In the benchmark, there are thousands of code snippets from ten distinct functionalities (hereby, target functionalities) that are frequently used in open-source Java projects. The number of target functionalities has been expanded to 40 in the new version of the benchmark dataset. In the benchmark, each code snippet is tagged whether it correctly implements each target functionality. The tagging process has been done by three different annotators in their study [34].

For each target functionality, we locate its corresponding natural-language code search query from SO. The benchmark contains the specification of how to implement each target functionality. To find the corresponding natural-language query for each target functionality from SO, we check whether the accepted answer of the SO question exactly matches its specification.

For each target functionality, we consider a code snippet is truly relevant to the corresponding query if it is tagged to correctly implement the target functionality. For example, one code example in the golden set, as shown in Fig. 3, correctly implements the target functionality “Copy File”.

Among the 40 target functionalities, we filter the ones that do not use APIs for implementing the functionality. This is because our approach expands the initial queries with API class-names, and it would make no difference on the search performance if APIs are not used. The authors manually reviewed the 40 target functionalities in the benchmark [34] and finally obtained 24 target functionalities. The corresponding queries and code examples of the 24 target functionalities are then selected to evaluate the performance of our approach.

2) Second golden set. To evaluate search engines, the minimum number of queries in a golden set is 50 [22]. We further created a second golden set using 50 code search questions on Stack Overflow. In the second golden set, the correct code examples for each query are identified using the pooling method [22]. The pooling method is the most standard evaluation method in information retrieval and was previously
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Fig. 3. One code example in the first golden set.
chosen to evaluate the schema for code example retrieval [2]. In the pooling method, evaluators assess the relevance of the top k results returned by a number of different approaches instead of the entire list of returned results. The pooling method is usually applied if the corpus is very large. Our corpus contains 23,677,216 code snippets in total; therefore it is impossible to manually examine all retrieved code snippets for each query.

For each query, we put the top k code snippets that are retrieved by six studied approaches (see Fig. 4 and 6) into a pool, and remove any duplicates. Annotators are provided the entire set of code snippets from the pool in a randomized order. Then Annotators independently label the relevance of each code snippet. We conjecture that, in practice, developers would have changed their queries if they could not find relevant code snippets on the first five pages. Most search engines (e.g., Google) always present only ten results on each page [2]. So we choose to use the top 50 results (i.e., k = 50, five pages with 10 results per page) to build the pool in our evaluation. Finally, we get a pool with at most 300 code snippets for each query.

The creation of the second golden set has been done by three annotators, who are graduate students with more than five years’ experience in Java development. We apply Cohen’s kappa coefficient to measure inter-annotator agreement. As we have three annotators, we compute the pair-wise Cohen’s kappa coefficient and calculate the average value. In our study, the average Cohen’s kappa coefficient is 0.80, indicating a good agreement [22]. When there is a disagreement, the majority rule is applied.

We combine the first and the second golden set for evaluation. The combination contains 74 natural-language code search queries in total. All the 74 queries can be found in the replication package.

4.3 Comparison Baselines

In the text retrieval literature, a variety of approaches for query expansion have been proposed [4]. When applying in software engineering data, three approaches (i.e., Dice [8], Rocchio [28], and RSV [45]) are demonstrated to perform the best [14]. Therefore, we choose the three approaches as our baselines to compare our approach with.

In the three approaches, the candidate terms are selected from the top k code examples that are ranked by a ranking strategy. Among all candidate terms, the top n terms are recommended to expand the initial query. Similar to the study in Haiduc et al. [14], we set k = 5, and n = 10. The details of the three approaches are described as follows.

1) Dice. This approach ranks the terms in the top k code examples based on their Dice similarity to the terms of the initial query. The Dice similarity [8] can be computed as:

\[
\text{Dice} = \frac{2df_q \cap s}{df_q + df_s}
\]

where q denotes a term contained in a query; s is a term extracted from the top k code examples; df_q, df_s, and df_q \cap s denote the number of code examples in the corpus that contain q, s, or both q and s, respectively [8].

2) Rocchio. This approach orders the terms in the top k code examples using Rocchio’s method [28]. The score of each term is computed as the sum of the tf \times idf scores of the term in the top k code examples, as shown in Eq. (4).

\[
\text{Rocchio} = \sum_{c \in R} tf(t, c) \times idf(t, c)
\]

where R is the set of the top k code examples in the result list; c is a code example in R; and t is a term in the code example c [28].

The term frequency tf(t, c) is the number of times of term t appearing in code example c. The term frequency tf(t, c) indicates the importance of term t over other terms in code example c [22]. The inverse document frequency idf(t, c) indicates the specificity of term t to code example c that contains it. The inverse document frequency idf(t, c) can be considered as the inverse of the number of code examples in the corpus that contain term t [22].

3) RSV. This approach uses the Robertson Selection Value (RSV) [45] to compute the ranking score for the terms in the top k code examples, using Eq. (5).

\[
\text{RSV} = \sum_{c \in R} tf(t, c) \times idf(t, c) [p(t|R) - p(t|C)]
\]

\[
p(t|R) = \frac{\text{freq}(t \in R)}{|R|} \quad \text{and} \quad p(t|C) = \frac{\text{freq}(t \in C)}{|C|}
\]

where C denotes the corpus of code snippets; R is the set of top k code examples; c is a code example in R; and t is a term in code example c; \text{freq}(t \in R) and \text{freq}(t \in C) are the number of times that term t appears in R and C, respectively; |R| and |C| are the number of terms in R and C, respectively [45].

4.4 Performance Measure

In our experiment, we consider three measures of the effectiveness of each code search approach:

1) Coverage that measures how good an approach is across a set of queries. Coverage of a code search approach is defined as the proportion of queries [2], for which there is at least one relevant code snippet among the top 10 retrieved results by the approach.

2) The rank of the first correct answer that measures how good an approach is for an individual query. The rank of the first correct answer is the position of the first correct answer (i.e., truly relevant code example) in the result list.

3) Mean reciprocal rank (MRR) [39] is a statistic measure on the performance of a ranking approach,
and is widely used in the information retrieval (IR) community. It is defined as the average of the reciprocal ranks (RR) of the first correct answer, using the equation $MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} RR_i$, where $|Q|$ is the total number of queries used for evaluation and $RR_i$ is the reciprocal rank of the first correct answer for the $i$th query ($i.e., 1/\text{rank}_i$).

5 CASE STUDY RESULTS

In this section, we discuss the results of our case study. For each research question, we describe the motivation, analysis approach, and findings.

**RQ3: Does the expanded query work better than the natural-language query in code search?**

**Motivation.** In RQ2, we confirm the importance of using identifiers to retrieve relevant code examples. Then we propose an approach to expand natural-language queries with API class-names that are semantically related to the initial query. In this question, we aim to evaluate whether our approach can effectively expand natural-language queries towards increasing the rank of the first relevant code example.

**Approach.** As our proposed approach contains two parts (i.e., query expansion and the weighted-sum ranking schema), we design our experiment in two steps. The process is illustrated in Fig. 4.

1) Study the effect of expanding queries. We execute both the initial query and expanded query in Lucene (i.e., a tool that implements VSM) and retrieve code examples from the corpus of code snippets. We compare the search results of the initial and expanded queries to evaluate the performance of query expansion. We calculate coverage and the rank of the first relevant code example, and test the following null hypothesis:

$H_{30}^{1a}$: there is no difference between the ranks of the first relevant code example returned by executing the initial queries and the ones returned by executing the expanded queries.

To test the null hypothesis $H_{30}^{1a}$, we apply the Wilcoxon signed-rank test with the 95% confidence level (i.e., $p$-value $< 0.05$). Wilcoxon signed-rank test has no assumption about the distribution of the assessed variable [30], and it has been commonly applied in the information retrieval (IR) literature to compare IR measures [38, 46]. If $p$-value is less than 0.05, we reject the null hypothesis $H_{30}^{1a}$ and conclude that the search performance of using the initial and expanded queries is significantly different. We further compare the ranks of the first relevant code example to find which approach performs better.

The search performance is improved if the MRR value increases. To assess if the improvement in terms of the MRR value is statistically significant, we conduct the Wilcoxon signed-rank test with the 95% confidence level (i.e., $p$-value $< 0.05$) to test the null hypothesis:

$H_{30}^{1b}$: there is no difference in the reciprocal ranks (RR) between using the initial queries and using the expanded queries.

2) Study the effect of using the weighted-sum ranking schema. We compare the search results of the expanded query with and without the weighted-sum ranking schema (i.e., WSR). This helps us understand the impact of the weighted-sum ranking schema on the search performance. Similarly, we compute coverage, the rank of the first relevant code example, and the MRR values. We test the following null hypothesis using the Wilcoxon signed-rank test with the 95% confidence level (i.e., $p$-value $< 0.05$):

$H_{30}^{2a}$: there is no difference between the ranks of the first relevant code example returned by executing the expanded query without the weighted-sum ranking schema and the ones returned by executing the expanded query with the weighted-sum ranking schema.

$H_{30}^{2b}$: there is no difference in the reciprocal ranks (RR) with and without using the weighted-sum ranking schema.
Findings. The search performance for using the expanded query is better than using the initial query. By expanding the query, the coverage of code searches is increased from 36% to 54% for the 74 queries in the combination of our two golden sets. Fig. 5 depicts the rank of the first relevant code example in our three settings. The median rank of the first relevant code example is lifted up from 22 to 7 by expanding queries. As pointed out by Gottipati et al. [11], the higher rank a relevant code example has, the more valuable it is for a developer, because it is more likely to be examined by a developer. Moreover, the p-value of the Wilcoxon signed-rank test is 0.03. Hence, we reject the null hypothesis $H_{1a}^{ba}$. In addition, for 58% (i.e., 43 out of 74) of queries, expanding the initial query yields higher ranks of the first relevant code example, and ties occur in seven queries.

The MRR values obtained using the initial queries and the expanded queries on the entire set of 74 queries are 0.20 and 0.29, respectively. The p-value of the Wilcoxon signed-rank test is 0.03. Hence, we reject the null hypothesis $H_{1b}^{ba}$, and conclude that our query expansion can significantly improve the search performance in terms of the coverage, the rank of the first relevant code example, and the MRR value. The weighted-sum ranking schema can further improve the search performance. With the weighted-sum ranking schema, the coverage of code searches is further increased from 54% to 76%, and the median rank of the first relevant code example is lifted up from 7 to 2. Our approach (i.e., query expansion and the weighted-sum ranking schema) can retrieve relevant code examples in the top 2 code snippets for 54% (i.e., 40 out of 74) of queries. The p-value of the Wilcoxon signed-rank test is 3.56e-03. We reject the null hypothesis $H_{2a}^{ba}$.

The MRR value obtained on the entire set of 74 queries is increased from 0.29 to 0.53, when using the weighted-sum ranking schema. The p-value of the Wilcoxon signed-rank test is 1.18e-04. Hence, we reject the null hypothesis $H_{2b}^{ba}$. We conclude that the weighted-sum ranking schema can further significantly improve the search performance in terms of the coverage, the rank of the first relevant code example, and the MRR value.

In summary, with query expansion, relevant code examples of 50% of the 74 studied queries can be retrieved in the top 7 results which usually appear on the first result page and are likely to be examined by developers. The weighted-sum ranking schema further saves the effort of developers by potentially providing relevant code examples in the top 2 results and increasing the coverage of code searches.

![Diagram of query expansion approaches](image)

**Fig. 6.** The approach for comparing the four query expansion approaches (RQ4).

**RQ4: Does our approach outperform the off-the-shelf query expansion approaches in answering natural-language code search queries?**

**Motivation.** As aforementioned, three off-the-shelf approaches (i.e., Dice [8], Rocchio [28], and RSV [45]) perform the best for software engineering data among a variety of query expansion approaches. To expand a query, the three approaches can generate related terms from the initial query. In this research question, we aim to study whether our expansion approach is better than the three popular approaches in the context of code search.

**Approach.** To address this question, we implemented the three query expansion approaches as described in Section 4.3. As presented in Fig. 6, we first expand the initial query using each of the four approaches. For each of the four expanded queries, we apply it in Lucene (i.e., VSM) to retrieve the top 10 code examples. Then we apply the weighted-sum ranking schema (i.e., WSR) to obtain the final rank of the ten code examples for each of the four approaches.

We compare the efficiency of our query expansion approach and the three approaches. For each off-the-shelf approach, we test the following null hypothesis, using the Wilcoxon signed-rank test with the 95% confidence level (i.e., p-value < 0.05):

\[ H_{a0}^{ba}: \text{there is no difference between the ranks of the first relevant code example obtained for queries expanded by our approach and the ones obtained for queries expanded by the off-the-shelf approach.} \]

If p-value is less than 0.05, we reject the null hypothesis $H_{a0}^{ba}$ and conclude that the efficiency of our query expansion approach and the off-the-shelf approach is significantly different in terms of the rank of the first relevant code example. We further compare the ranks of the first relevant code example to find which query expansion approach performs better.

To assess if the improvement in the MRR value is statistically significant, we conduct the Wilcoxon signed-rank test with the 95% confidence level (i.e., p-value < 0.05) to test the null hypothesis:

\[ H_{a0}^{ba}: \text{the weighted-sum ranking schema can bring a further improvement.} \]
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**Dice approach exhibits ties with**

**of the first relevant code example for 47% (35/74), 50%**

**Respectively. Therefore, we reject the null hypothesis** $H_{30}^{b}$ **in all cases.**

In summary, we conclude that our approach outperforms the studied three off-the-shelf query expansion approaches in expanding natural-language code search queries in terms of the coverage, the rank of the first relevant code example, and the MRR value.

---

**6 Threats to Validity**

In this section, we discuss the threats to validity that might affect the results of the study by following the common guidelines provided by Yin [44].

**Threats to construct validity** concern whether the setup and measurement in the study reflect real-world situations. The threats to construct validity of our study mainly come from the categorization of Stack Overflow questions, the selection of code search queries and the creation of the golden sets. For the classification of the SO questions, we refer to the question types defined in the study by Stolee et al. [33]. Although we do not conduct cross validation in the classification process, the result is inline with their observation. We create two golden sets for the evaluation. One golden set is created based on the benchmark data used for clone detection study [34]. The other one is created using the pooling method, which was previously used by Bajracharya et al. [2] to evaluate code example retrieval schemes. The creation process of the two golden sets has been done by different judges, and the majority rule is applied when there is disagreement on the correctness of code examples. The usage of only six approaches is another threat to construct validity, as the pooling method used in the creation of the second golden set requires many approaches. However, we mitigate this threat by judging a large pool of documents.

**Threats to internal validity** concern the co-factors that may affect the experimental results. For our study, the main threats to internal validity are the number of recommended API class-names and the clicking analysis on the Koders data. We have tried different numbers of API class-names recommended to expand the natural-language code search queries using a small set of queries that are only used for parameter setting. We find that expanding the queries with the top five API class-names performs better than others, thus we set the number of recommended API class-names to five in our experiments. In RQ2, we decide whether the results returned by Koders answer users’ queries using clicking analysis. It could be argued that users might just preview the search results without actually clicking into the results. However, as the result page of Koders shows only the top few lines
of each returned result, we conjecture that users are likely to click into the result if they find the relevant one to see more details.

**Threats to external validity** concern the generalization of the experiment results. The main threats to external validity of our study are the representativeness of our corpus and code search queries. Our corpus contains 23,677,216 code snippets extracted from 24,666 open-source projects. We select 74 descriptive questions from SO as natural-language code search queries to study the search effectiveness of our approach. The size of our query set is larger than the similar studies on code search and recommendation, e.g., comparing to 22 queries used in [35], and 20 queries evaluated in [2]. In addition, the size of our query set meets the minimum number of queries recommended for search engine evaluation [22].

**Threats to conclusion validity** concern the relationship between treatment and outcome. We use a non-parametric statistic test (Wilcoxon signed-rank test) to show statistical significance of the obtained experiment results. Wilcoxon signed-rank test does not hold assumption on the distribution of data [30]. In addition, we consider that a code example contains only one method. Therefore, our conclusion on the efficiency of our approach is limited to retrieve code examples that have only one method.

**Threats to reliability validity** concern the possibility of replicating the study. We provide the necessary details needed to replicate our work. Replication package is publicly available: http://www.feng-zhang.com/repetitions/TSEqueryExpansion.html

7 RELATED WORK

In this section, we review the studies related to code search engines and query expansion technology.

7.1 Code Search

To solve programming tasks, developers can retrieve code snippets from code search engines by providing a query. Many approaches for code search and recommendation have been proposed (e.g., [6, 16, 26, 33, 35, 40]). For instance, GitHub and Koders are two internet-scale code search engines that behave as general-purpose search engines (i.e., accepting keywords as the input query).

Besides the keyword-based query, there are various forms of queries that are specialized for code search. Based on the query in the form “Source object type → Destination object type”, ParseWeb [35] recommends code examples containing the given object type. Strathcona [16] locates relevant code examples through structural matching. The structural context of the code under development, including the method name being written and its containing class, is automatically extracted as the query. Wang et al. [42] propose to utilize dependency conditions among identifiers (e.g., class and method names) to retrieve relevant code snippets within a project. Wang et al. [40] further combine topic analysis with dependency conditions to improve the accuracy of code search. Stolee et al. [33] design a semantic-based code search system that aims to generate specific functions to meet developers’ specifications. Developers need to specify their query as precisely as possible, using a combination of keywords (e.g., class or method signatures) and dynamic specifications (e.g., test cases and security constraints). Mishne et al. [26] propose to use a sequence of API calls as queries to retrieve partial code snippets.

Different from aforementioned approaches, we use the general form of query (i.e., a query described in natural language), but propose to expand the query with semantically related API class-names.

7.2 Query Expansion

Query expansion has long been an effective way to improve the performance of text retrieval (TR) engines [28]. The query expansion approaches belong to two major categories: interactive approaches and automatic approaches [14].

**Interactive approach** is based on relevance feedback and uses the “best” terms from the results of the initial query to augment the query for a further retrieval. The relevance feedback can require the involvement of users (i.e., explicit relevance feedback, ERF) or can be done automatically (i.e., pseudo/blind relevance feedback, PRF). ERF requires users to provide his/her judgements explicitly on the relevances of the returned documents to the query (e.g., [9, 15, 41]). Although ERF can provide the most accurate feedback, its use in source code retrieval is highly limited as it demands users’ numerous efforts in marking the relevant and irrelevant documents. On the other hand, PRF does not require user involvement. PRF uses the top set of the retrieved documents as an approximation to the set of relevant documents (e.g., [14]). Therefore, it can only work when the initial query is reasonably strong (i.e., at least some of the relevant documents can be retrieved).

**Automatic approach** is based on the automated identification of words that are semantically related to the initial query. Sridhara et al. [82] report that the words that are semantically related in English might be not semantically related in software products. Marcus et al. [28] use Latent Semantic Indexing (LSI) to determine the words that are more likely to co-occur in source code, and use the information of co-occurrence to recommend words that are semantically related to the queries. Ge et al. [10] implement prerecommendation and post-recommendation for initial queries mainly by identifying frequently co-occurring terms techniques and synonym terms, respectively.
Yang and Tan [43] infer semantically related words through a pairwise comparison between the code segments and the comments in the source code. Tian et al. [36] propose to apply WordNet to find semantically related words. Similarly, Lu et al. [21] expand queries based on word similarity learned from WordNet. Moreover, Sisman and Kak [31] use positional proximity to identify the terms that are “close” to the initial query terms in the source code.

In this paper, we propose to use only API class-names for query expansion. The semantically related API class-names of each query are automatically identified by a neural network natural language model (specifically CBOW [25]).

8 Conclusion

A common practice of developers to solve programming problems is to ask questions on online forums (e.g., Stack Overflow). We observe that questions aiming for code examples are prevalent on Stack Overflow. We consider such questions as natural-language queries to be fed into code search engines. It can relieve developers’ programming burden to a great extent, if code search engines can return relevant code examples. However, code search engines usually perform well for queries with full identifiers, but not for natural-language queries that may not contain identifiers. Therefore, it is of significant interest to expand natural-language queries using related identifiers.

To this end, we propose an automated approach that identifies semantically related API class-names to a given natural-language query. First, we apply the continuous bag-of-words model (CBOW) [25] to learn vector representations of API class-names. Second, we compute the semantic distance between the initial query and API class-names using the learned term vectors. Then, we select the most semantically related API class-names to expand the initial query.

Our approach is evaluated using 74 natural-language queries. We measure the search efficiency using the coverage and the rank of the first desired code example in the retrieved list of code examples. The result of the case study shows that using our expanded queries are significantly better than the initial queries in the source code.

In future, we plan to integrate our approach with a state-of-the-art code search engine to effectively recommend code examples for natural-language queries. It would be fruitful for existing code search engines to adopt our approach to enhance their support of natural-language queries. Moreover, we plan to retrieve more complex code examples that span several methods.
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