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ABSTRACT

A service-oriented application is composed of multiple Web services to fulfill complex functionality that cannot be provided by individual Web service. The combination of services is not random. In many cases, a set of services are repetitively used together in various applications. We treat such a set of services as a service composition pattern. The quality of the patterns is desirable because of the extensive uses and testing in the large number of applications. Therefore, the service composition patterns record the best practices in designing and developing reliable service-oriented applications. The execution log tracks the execution of services in a service-oriented application. To document the service composition patterns, we propose an approach that automatically identifies service composition patterns from various applications using execution logs. We locate a set of associated services using Apriori algorithm and recover the control flows among the services by analyzing the order of service invocation events in the execution logs. We also identify structurally and functionally similar patterns to represent such patterns in a higher level of abstraction regardless of the actual services. A case study shows that our approach can effectively detect service composition patterns. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

A service-oriented application is composed of multiple Web services to provide complex functionality that cannot be achieved by a single Web service. Service-oriented architecture (SOA) developers discover desired Web services and compose them into a service-oriented application using specification languages, such as Web Services Business Process Execution Language [2]. A Web service contains many operations. An operation provides services to a client. An operation is invoked through a remote procedure call using the simple object access protocol (SOAP). In this paper, we call an operation in a Web service as a service. Different service-oriented applications can be composed to fulfill the similar functional requirements from various organizations. For example, a travel reservation application may contain a Web service to reserve tickets for sports events in the destination. Another travel reservation application may use a Web service to search for nearby restaurants. Variations exist in the two different applications. However, most of travel reservation applications deliver some common functionality, such as booking transportation and accommodation. The set of Web services delivering such common functionality can be identified as a service composition pattern. In general, a service composition pattern consists of a set of operations (i.e., services) from different Web services and the control flows among the operations.
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The control flow defines the execution order in which the services should be invoked (e.g., sequential order, parallel order, or alternative order). The services contained in a pattern are frequently executed together by service-oriented applications in the defined execution order.

A service composition pattern captures the expert knowledge in designing service-oriented applications. Similar to the concept of the software design patterns provided by Gamma et al. [3], a service composition pattern documents a recurring solution to the same problem that happens over and over again. Service composition patterns reflect the best practices. The solution conveyed in a service composition pattern can be reused in different applications to solve the same problem without reinventing the wheel. In particular, they are well used by a large amount of adoptions. Therefore, a service-oriented application potentially has better quality when it is composed by reusing service composition patterns. Service composition patterns can help to improve the functionality and quality of existing applications. By comparing an existing application against the patterns, a maintainer can identify the discrepancy in terms of the functionality and the quality, and consider applying the patterns in the application. Moreover, Web services used in patterns are more heavily used than other Web services. Thus, the patterns can be used to optimize the allocation of maintenance personnel and resources. Service maintainers can allocate more resources to maintain and improve the Web services used in a pattern.

To improve the quality of service-oriented applications, a great amount of research effort has been devoted in identifying well-accepted service composition patterns for reuse in the service composition. The research can be divided into top-down and bottom-up approaches. In the top-down approaches [4], the business process management architects compare the business processes from different organizations to identify commonalities and document them as patterns. However, this static approach does not consider the frequency of executing the applications when identifying the patterns from high-level business process models. In the bottom-up approaches [5–11], the execution logs of applications are analyzed to mine business processes. However, the existing research focuses on recovering the control flows of a single business process without extracting patterns shared among multiple applications.

To identify patterns frequently used in practice, we present an approach that extends existing bottom-up approaches to mine service composition patterns from execution logs of service-oriented applications. Instead of recovering a single business process from the logs, we identify frequently executed patterns used by multiple service-oriented applications. To facilitate the reuse of a service composition pattern as an independent and ready-to-use component, we further infer the control flows within the pattern. Some of the patterns discovered from execution logs may convey the similar functionality with the similar control flow structure. However, the actual services used in such patterns may be different. We further analyze the functional and structural similarity among the patterns and represent the similar patterns in a higher level of abstraction independent of the actual Web services. This paper extends earlier work [12] and [13]. We enhance the earlier work in the following aspects:

1. We propose an approach to identify the functional and structural similarities among patterns recovered from execution logs. The discovery of functionally and structurally similar patterns allows us to present the patterns in a higher level of abstraction that focuses on the functionality of services and their control flows.
2. We extend the existing case study to include two additional domains from medical and telecommunication. We further validate the benefits of our approach through the extended case study.
3. We conduct a case study to validate our approach to identify functionally similar patterns.

The remainder of this paper is organized as follows. Section 2 gives an overview of our approach. Section 3 presents an approach to identify a set of services commonly used together. Section 4 discusses an approach to identify control flows among the services in a pattern and patterns with functional and structural similarities. Section 5 presents our case study. Section 6 discusses the related work. Finally, Section 7 concludes the paper and explores the future work.

2. OVERVIEW OF OUR APPROACH

Figure 1 gives an overview of our approach, which is broken down into four major steps: (i) collecting and preprocessing execution logs; (ii) identifying frequently associated Web services;
(iii) recovering the control flow among the services identified as a pattern; and (iv) identifying functionally similar patterns.

2.1. Collecting and preprocessing execution logs. The composed application is deployed and executed in a runtime execution environment, such as IBM WebSphere Process Server [14]. Traditionally, applications are individually deployed on a proprietary infrastructure owned by the organization that operates and utilizes the application. With the increasing adoptions of “Platform as a service” paradigm, which provides a centralized runtime execution environment, more and more service-oriented applications are deployed on centralized runtime execution environments, such as Microsoft Azure Services Platform [15] and Google App Engine [16]. For instance, a platform named Heroku [17] hosts over 45,000 applications in 2007. Compared with the traditional deployment model, “Platform as a service” paradigm can reduce the cost and the complexity of managing the underlying hardware and software. Adoptions of such a paradigm facilitate the monitoring of the execution of a large number of services-oriented applications to obtain the execution logs.

Once a service-oriented application is deployed in a runtime execution environment, the application can be executed in many execution instances. Execution instances from different applications may co-exist. In each execution instance, events can be triggered. We record the triggered events in the log using the logging facility provided by the execution environment. An execution log contains different types of events. For example, resource adapter events record the interaction between a service-oriented application and a legacy system. Business rule events track the runtime status of business rules. Service invocation events indicate the timeline of a Web service execution. We are interested in instrumenting service invocation events. In particular, an ENTRY event is triggered when an operation (i.e., service) of a Web service is invoked. An EXIT event occurs when a service completes the computation and returns results. Each event is recorded with the time of triggering, the name of the service that triggered the event, the id of the execution instance, and the underlying application.

Figure 2 shows the format of the events logged by the IBM WebSphere Process Server. The timestamp in Figure 2 is a fully qualified date (i.e., YYYMDD), 24 h time with millisecond precision, and the time zone. Each execution instance is uniquely identified with an identifier (i.e., <Id>). Id is an eight-character hexadecimal value generated from the hash code of the thread that issued the trace event. shortName in Figure 2 is the name of the component. eventType indicates the type of an event generated. The ENTRY/EXIT event is recorded in this field. The classname and methodName are the Web service and the operation that generate the message (i.e., textmessage). Parameters record the parameter names and the values used in the event. The parameters show the data flows between the execution instances of Web services. All
the events are captured in the execution logs. We need to process the logs to extract the service invocation events (i.e., ENTRY and EXIT events).

2.2. Identifying frequently associated Web services. Each execution instance invokes a set of services. To detect a service composition pattern, we find a set of associated services that frequently appear together in many execution instances. Such frequently associated services form a service set for a service composition pattern (i.e., pattern service set). The number of services in a service composition pattern is important. From the result of our case study, we identify a service composition pattern with more than four services (i.e., threshold = 5). We count the number of task (nodes) for each application and find that less than five services do not provide a reusable functionality in our subject applications. However, the required number of services may vary in different settings. We generate the candidate service sets and select the one with the highest frequency as the intermediate pattern service set. From the intermediate pattern service set, we construct the final pattern service set.

2.3. Recovering the control flow among the services identified as a pattern. The control flow among services would make a pattern more structured and ease the reuse of the pattern as an independent component in the service composition. To recover the control flow of a pattern, we use the execution instances that contribute to the pattern. For each execution instance, we identify the execution flow among the services in the pattern. We combine execution flows from all execution instances to obtain the overall execution flows of the service composition pattern. We further infer the control flow structures (e.g., sequential structure and parallel structure) from the overall execution flows.

2.4. Identifying functionally similar patterns. Different departments of an organization may use different service providers for fulfilling the same business goal. Moreover, an organization may decide to change service providers as the result of strategic or operational decisions. For example, an organization previously uses UPS for product shipment. Later, it decides to use DHL for Asian region and UPS for other regions. As a result, our approach would recover more than one functionally similar pattern. The recovered patterns use different services to accomplish the same business objective. To represent the recovered patterns in a higher level of abstraction regardless of the actual services used, we infer functional and structural similarity among the recovered patterns. The functional similarity among services is measured by the similarity in the names of the operations, input parameters, and output parameters between the involved services. Two patterns are considered to be structurally similar if the control flow of one pattern is present in the control flow of the other.

3. IDENTIFICATION OF FREQUENTLY ASSOCIATED SERVICES

In this section, we discuss our approach to identify a set of frequently associated services (i.e., a pattern service set). In our approach, we use the Apriori [18] algorithm and develop a set of heuristic rules.

3.1. Extracting Execution Instances from Execution Logs

We analyze the execution logs to extract execution instances that may belong to different applications. Each execution instance contains a set of services. Using the execution instance id recorded in the events, we collect all the events triggered by the same execution instance into one group. We extract the names of services recorded in the events. As a result, we can obtain the services invoked in each execution instance. For example, Table I shows eight execution instances corresponding to the execution of four different service-oriented applications. Table I also presents the business process of each instance. The four applications in the example are used in the recruitment process in the Human Capital Management domain. The business processes in execution instances 1, 2, 3, 4, 7, and 8 are related to the process of recruiting new employees. Business processes in execution instances 5 and 6 describe the steps for the internal promotion of employees. Each letter represents a service. In a real application environment, the Uniform Resource Identifier (URI) of a service is unique to each service provider, and hence, it is used to differentiate services. It is also possible that a service is invoked more than once (e.g., in a loop shown in instances 7) in one execution instance.
Table 1. Example execution instances.

<table>
<thead>
<tr>
<th>Execution instances ID</th>
<th>App ID</th>
<th>Business process</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>A Perform Interview</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>B Get Potential Candidate</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>C DOB query</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>D Perform verification</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>E Contact Manager</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>F Prepare job activity</td>
</tr>
</tbody>
</table>

Services contained in the execution instance:

1. {A, B, D, E, F, G, H, I, P}
2. {A, C, D, E, F, G, H, I, P}
3. {A, B, D, F, E, G, H, I, Q}
4. {A, C, D, F, E, G, H, I, Q}
5. {A, X, Y, Z}
6. {A, X, Y, D, Z}
Table I. Continued

<table>
<thead>
<tr>
<th>Execution instances ID</th>
<th>App ID</th>
<th>Business process</th>
<th>Services contained in the execution instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>4</td>
<td></td>
<td>{A, B, D, E, F, G, D, E, F, G, H, I, S}</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td></td>
<td>{A, C, D, E, F, G, D, E, F, G, H, I, S}</td>
</tr>
</tbody>
</table>
The multiple occurrences of a service should not affect the technique because we do not consider the number of occurrences or the order of services to determine the associated services.

3.2. Generating Candidate Service Sets

We enumerate the possible combinations of services with varying sizes to form candidate service sets. From the candidate service sets, we construct the pattern service set that contains the services in a service composition pattern. More specifically, we generate the candidate service sets starting from size 1 and then increasing to size 2 and so forth. A service that appears in at least one execution instance becomes a candidate service set of size 1. We use “support” to measure the frequency of a candidate service set. A support value counts the number of execution instances that invoke all the services in a candidate service set. For the example shown in Table I, the candidate service set, \{D\}, is invoked by eight execution instances. Therefore, the support of \{D\} is 8. The supports of all candidate service set of size 1 are shown in Figure 3(a).

Given the candidate service sets of size n, we generate candidate service sets of size n + 1 in the following steps:

1. Collect a candidate service set that contains the first n – 1 identical services and only one different service to form one group. For the example shown in Figure 3(b), the size of each candidate service set is 2 (i.e., n = 2). We group the candidate service sets, \{A, B\}, \{A, C\}, \{A, D\} and \{A, F\}, together because of their first identical (i.e., n – 1) service, A.

2. Expand candidate service sets of size n to size n + 1. In the new candidate service sets, the first n – 1 services are same as the initial sets of size n. The nth and (n + 1)th services are pair-wise combinations of the nth services of the initial set of size n. For the example shown in Figure 3(b), the second services in Group A are B, C, D, and F. The pair-wise combinations of the second service are BC, BD, BF, CD, CF, and DF. These combinations become the second and third services for the new candidate service sets. As a consequence, the new candidate service sets of size 3 are \{A, B, C\}, \{A, B, D\}, \{A, B, F\}, \{A, C, D\}, \{A, C, F\}, and \{A, D, F\}.

3. Calculate the support of each new candidate service set. For example, the supports of a new candidate service set of size 3 are listed in Figure 3(c).

4. Filter out infrequent candidate service sets. The number of possible candidate service sets can grow exponentially when the size of candidate service sets increases. To improve the efficiency in identifying the most frequently occurred candidate service sets, we filter out the infrequent candidate service sets of size n to reduce the number of candidate service sets of size n + 1. We define a threshold support shown in equation (1). The threshold support value is the average number of execution instances of a service-oriented application. If a candidate service set is more frequently executed than the average frequency, then such a candidate service set can be qualified as a pattern service set. We filter out the candidate service sets with the support less than or equal to the threshold value. For the example shown in Table I, the threshold support is 2 (i.e., 8/4). Hence, a candidate service set with the support less than or equal to 2 (i.e., support ≤ 2) is filtered out as shown in Figure 3.
5. Repeatedly generate larger candidate service sets until no further candidate service sets can be achieved. Specifically, we record the highest support value (e.g., H) achieved by candidate service sets of size 4. Any candidate service set of size greater than 4 should have a support value no more than H. If no candidate service set with size $m$ (i.e., $m > 4$) can achieve the support value $H$, there is no need to further expand from candidate service sets of size $m$ to candidate service sets of size $m + 1$ because further expansion will not achieve any candidate service sets with a support value $H$. Hence, we stop the expansion. We rank all the candidate service sets with size greater or equal to 4 on the basis of their supports. We select the one with the highest support (i.e., $H$) as the intermediate pattern service set $S$. If more than one candidate service sets have the highest support, we choose the one with the most services. For the example shown in Figure 3, the candidate service set, $\{A, D, E, F, G, H, I\}$, is selected as the intermediate pattern service set $S$, which indicates that services $A$, $D$, $E$, $F$, $G$, $H$, and $I$ are frequently executed together.

6. Identify a larger pattern service set by merging the candidate service sets that contain a common subset (i.e., the intermediate pattern service set $S$ in step 5) and an additional service. For example, eight candidate service sets containing $S$ are shown in Figure 3(z) with support 3, 2, and 0. In this step, we handle alternative structures in the control flow of a service-oriented application as shown in Figure 4. Suppose we have the candidate service sets, $S_1$ (i.e., $S_1 = S \cup \{\text{Service1}\}$) and $S_2$ (i.e., $S_2 = S \cup \{\text{Service2}\}$). We use $S_{\text{merged}}$ (i.e., $S_{\text{merged}} = S \cup \{\text{Service1, Service2}\}$) as the final pattern service set. We merge service sets $S_1$ and $S_2$ if the following two conditions are met:

1. $S_1$ and $S_2$ are executed by the same set of applications.
2. The support of the four service sets (i.e., $S$, $S_1$, $S_2$, and $S_{\text{merged}}$) satisfies equation (2).

\[
support(S) = support(S_1) + support(S_2) - support(S_{\text{merged}})
\]

Condition (2) indicates that Service1 and Service2 are likely in the two execution branches of an alternative control flow structure. When the alternative structure is not within a loop, either Service1 or Service 2 is executed in one execution instance. In this case, support ($S$) is the sum of support ($S_1$) and support ($S_2$). When the alternative structure is within a loop, both Service1 and Service2 can be executed in two or more iterations in a single execution instance. Therefore, we need to reduce support ($S_{\text{merged}}$) from the sum of support ($S_1$) and support ($S_2$) to avoid counting of such execution instances more than once.

For example, $\{A, D, E, F, G, H, I\}$ in Figure 3(y) is an intermediate pattern service set $S$ in step 5. We further check its expanded candidate service set in Figure 3(z). We find that the sum of the support for $\{A, D, E, F, G, H, I, B\}$ (i.e., $S_1$), and $\{A, D, E, F, G, H, I, C\}$ (i.e., $S_2$), is 6. The support of $S_{\text{merged}}$ (i.e., $\{A, D, E, F, G, H, I, B, C\}$) is 0. The support of $S$ (i.e., $\{A, D, E, F, G, H, I\}$) is 6. The condition (2) is met. Moreover, $S_1$ and $S_2$ are both executed by App1, App2, and App4. The condition (1) is satisfied. We use $S_{\text{merged}}$ (i.e., $\{A, B, C, D, E, F, G, H, I\}$) as the final pattern service set. The final pattern service set contains Prepare vacancy Description, Post Job Vacancy, Collect Resumes from

![Figure 4. Alternative structure in a service-oriented application.](image-url)
Local DB, Perform Eligibility Verification, Notify hiring Manager, Perform Background Check, Obtain Credit Report, Email Potential Candidate, and Perform Interview.

Using the aforementioned steps, we identify a final pattern service set. We also collect the execution instances that contribute to the pattern. Specifically, if no merging is achieved in step 6), we use S as the final pattern service set, and the execution instances containing S are identified as the execution instances that contribute to the pattern. If merging is achieved in step 6), the final pattern service set is $S_{\text{merged}}$, and the execution instances containing S1, S2, or $S_{\text{merged}}$ are identified as the execution instances that contribute to the pattern.

4. RECOVERY OF CONTROL FLOWS OF A SERVICE COMPOSITION PATTERN

In this section, we discuss our approach to recover the control flow among services in a service composition pattern. An execution flow is a graph in which the nodes represent services and the edges denote service ordering relations. Examples of execution flows for execution instances can be found in Table II. We combine the execution flows of execution instances to obtain the overall execution flows of the pattern. We further infer the control flow structures from the overall execution flow.

Figure 5 illustrates the execution instances that contribute to the pattern as identified in the last section. Instances 5 and 6 do not contribute to the pattern, and they are not included in Figure 5. The service invocation events are also shown in the figure. Such execution instances initially contain other services (as shown in Table I) that do not belong to the final pattern service set. We disregard such services.

<table>
<thead>
<tr>
<th>Instance ID</th>
<th>Execution flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A → B → D → E → F → G → H → I</td>
</tr>
<tr>
<td>2</td>
<td>A → C → D → E → F → G → H → I</td>
</tr>
<tr>
<td>3</td>
<td>A → B → D → F → E → G → H → I</td>
</tr>
<tr>
<td>4</td>
<td>A → C → D → E → F → G → H → I</td>
</tr>
<tr>
<td>7</td>
<td>A → B → D → F → E → G → H → I</td>
</tr>
</tbody>
</table>

Table II. Examples of the identified execution flow for each execution instance.
4.1. Identifying Execution Flows of an Execution Instance

We identify three ordering relations among services in an execution flow: precedence relation, iterative relation, and parallelism relation.

4.1.1. Precedence Relation. A precedence relation connects a service to its successor service and represents that the service executes immediately before the successor. Precedence relation is denoted by a directed edge from service A to the successor service B (i.e., \( A \rightarrow B \)) in the execution flow graph.

To ensure that precedence relation is identified between two services A and B only when service B is executed immediately after service A, two conditions need to be satisfied: (i) the ENTRY B event occurs after the EXIT A event; and (ii) no services can start and complete its execution between the EXIT A event and the ENTRY B event.

To identify service ordering relations, we can examine each pair of services and check if the services meet the aforementioned two conditions. However, it may be a time-consuming process. To ease the identification of the service ordering relations, we build an event graph to describe the ordering among events triggered by each execution instance. In an event graph, a node represents an ENTRY event or an EXIT event. For example, Figure 6 shows an event graph constructed using instance 7 from Figure 5. If a service is invoked more than once, it has more than one ENTRY event and EXIT event. We treat these events as distinct events and create a node for each of them. A directed edge from node A to node B represents that event B immediately follows event A in the execution instance.

A precedence relation is represented as a precedence edge that emanates from an EXIT event node and is incident on an ENTRY event node. For the example shown in Figure 5, the precedence relation between service A and service B (i.e., \( A \rightarrow B \)) is represented by precedence edge 1. Generally, a precedence edge has a source service set and a destination service set. Each service in the source service set is the predecessor of each service in the destination service set. In other words, a precedence relation exits from a service in the source service set and leads to a service in the destination service set.

Figure 6. Identifying precedence and parallelism using event graph.
To identify the source service set, we find all EXIT event nodes that can reach the precedence edges without going through an ENTRY event node. The services represented by such EXIT event nodes belong to the source service set. For the example shown in instances 3, 7, and 8 in Figure 5, precedence edge 4 has a source service set containing two services, namely services E and F. To identify the destination service set, we locate all ENTRY event nodes that can be reached from the precedence edge without going through an EXIT event node. The services represented by such ENTRY event nodes are included in the destination service set. For the example shown in Figure 5, precedence edge 4 has a destination service set containing service G.

In nonconcurrent service executions, the source service set and the destination service set only have one service. Thus, one precedence edge indicates exactly one precedence relation. In concurrent service executions, the source service set and destination service set may have more than one service. A precedence edge may indicate multiple precedence relations. For the example shown in Figure 4, from precedence edge 4, we can infer two precedence relations, namely E → G and F → G.

Using the aforementioned approach, we construct an event graph for each execution instance shown in Figure 5. The identified precedence relations for each instance are shown using arrows in Table II.

4.1.2. Iterative Relation. A loop exists in the execution flow graph when several services are repeated in an execution instance. For example, the execution flow of execution instance 7 contains a loop because some services are repeated. An iterative relation is a special type of precedence relation as it leads to a successor service that is the entry service of a loop in the execution flow. An iterative relation is initially identified as a precedence relation using an event graph. For the example in Figure 6, the precedence edge 5 indicates a precedence relation G → D, which is actually an iterative relation. To distinguish an iterative relation from a precedence relation, we use the depth-first traversal to traverse the execution flow starting from the first service in the execution instance. The traversal algorithm traverses the edges representing precedence (i.e., the edges with arrows in Table II). During the depth-first traversal, if an edge leads to the ancestors of the current node, it indicates the entry service of a loop. We identify such an edge as an iterative relation. For the example shown in Table II, the execution flow of execution instance 7 contains an iterative relation from service G to service D (i.e., G → D).

4.1.3. Parallelism Relation. A parallelism relation represents the concurrent execution of two services. A parallelism relation is denoted by an undirected edge between services A and B (i.e., A–B) in the execution flow graph. A parallelism relation is also identified through a precedence edge in the event graph. When there are multiple services in the source service set, a parallelism relation exists between each pair of the services. Similarly, parallelism relations can be identified in the destination service set. For the example shown in Figure 7, we infer a parallelism relation, namely E–F from the two services E and F, in the source service set of precedence edge 4.

Using this approach, we identify parallelism relations in each execution instance shown in Figure 5. The results listed in Table II show that a parallelism relation is captured in the execution instances 3, 7, and 8 because the services are concurrently executed as shown in Figure 5. Services in parallel can be executed in any order. In the worst case, all the services are executed sequentially. Therefore, this technique may not detect all parallelism relations because some parallel services can execute in sequence. We address this by merging execution flows.

Figure 7. An example overall execution flow.
4.2. Merging Execution Flows

To describe all possible execution flows among services in a service composition pattern, we merge execution flows of all execution instances that contain the pattern. The overall control flow contains all services in the pattern. For example, by merging all execution flows listed in Table II, the overall execution flow shown in Figure 7 contains all services. However, conflicts can occur during the merging process. We use the following rules to address the conflicts:

1. A pair of services has bidirectional precedence relations (e.g., an edge from service A to service B and an edge from service B to service A). This conflict occurs when the parallel services are mis-identified as precedence relations because they are not concurrently executed. We replace such bidirectional precedence relations with a parallelism relation. In Table II, two precedence relations connect service E and service F (i.e., E → F and F → E) after merging instances 2 and 4. We replace them with a parallel relation between services E and F because services E and F can be executed in a random order.

2. Two services are in both a precedence relation and a parallelism relation. The conflict occurs when the parallel services are misidentified as a precedence relation when they are not concurrently executed in some execution instances. The parallel relation covers the cases where the services are executed in sequence. We remove the precedence relation. For example, services E and F are detected as in parallel in instance 3. However, a precedence relation between service E and service F is identified in execution instance 1 because service E is executed before service F in this particular execution instance. The parallel relation prevails.

4.3. Inferring Control Flow Structures

To enable SOA developers to use the identified service composition patterns to compose new applications, we enhance the overall execution flows with control flow structures (i.e., sequential structure, loop structure, parallel structure, and alternative structure). We use the depth-first traversal algorithm to traverse all services in the overall execution flow by following edges representing precedence relations. The starting service is the service executed before any other services. The traversal begins at the starting service in the overall execution flow. During the traversal, we identify different types of control flow structures using edges representing precedence relations, iterative relations, and parallelism relations.

4.3.1. Sequential structure. When a service emanates an edge denoting a precedence relation, this service is in a sequential structure with its successor service. For the example shown in Figure 7, services H and I are in a sequential structure.

4.3.2. Loop structure. Services in a loop structure can be repeated in an execution instance. We identify a loop structure using the iterative relation detected in the previous subsection. An edge representing an iterative relation emanates from the exit service and leads to the entry service of a loop structure. For the example shown in Figure 7, the iterative relation between services G and D (i.e., G → D) indicates that the services along the path from service D to service G are in a loop structure.

4.3.3. Parallel structure. In a parallel structure, multiple execution paths can be executed concurrently and invoked in any order. When two or more execution paths have common starting and ending services and parallelism relations exist between services in different paths, we identify these paths as in a parallel structure. For the example shown in Figure 7, the execution path along services D, E, G (i.e., D → E → G) and the execution path along services D, F, G (i.e., D → F → G) are converted to a parallel structure because services E and F are in a parallelism relation. Services E and F can be executed concurrently in any order, and both need to be completed before performing service G.

4.3.4. Alternative structure. Multiple possible execution paths are executed under a certain condition; that is, only one path is executed at one time. When multiple execution paths branch out from one service, the execution paths can be either in a parallel structure or in an alternative structure. If these
paths are not identified as a parallel structure (i.e., no parallel relation exists between different paths), we identify it as an alternative structure. For the example shown in Figure 7, the path along services A, B, D (i.e., \(A \rightarrow B \rightarrow D\)) and the path along services A, C, D (i.e., \(A \rightarrow C \rightarrow D\)) are recognized as an alternative structure.

Using this approach, a control flow structures can be inferred from the overall execution flow. To ease the reuse of a service composition patterns in practice, we use Business Process Execution Language to represent the identified service composition patterns along with the control flow structures. For example, control flow structures are identified from the overall execution flow shown in Figure 7, and the resulting service composition pattern is depicted in Figure 8.

4.4. Inferring Structural and Functional Similarity between Recovered Patterns

We identify the similar patterns in two steps: (i) check a functional similarity between the services in two patterns; and (ii) find a structural similarity among two patterns.

4.4.1. Identifying functional similarity between operations in two patterns. To compare the functional similarity of two operations of Web services, we examine the types, messages, and ports [19] specified in the Web Services Description Language (WSDL) documents of Web services. Functional similarity between operations is defined as the similarity between the names of operations extracted from WSDL ports, the types of the input parameters, and the types of the output parameters extracted from WSDL types and WSDL messages. We also check the number of the input parameters and the output parameters.

The name of an operation in WSDL (e.g., “getWeatherInformation”) is generally the concatenation of words that declare the functionality of the operation. The operation name in the service description may follow different conventions and is generally a compound word (e.g., “findCity”). The rules to decompose the names are given in Table III. After decomposing words, we use Porter stemmer [20], which is the process for reducing inflected (or derived) words to their stem, base, or root form. For example, the words “fishing”, “fished”, “fish”, and “fisher” have the same root word, “fish”. For the set of words used in the operations, we identify the semantic similarity between the words appearing in the names of operations using WordNet [21]. WordNet is a lexical database that groups words into a set of synonyms and connects words to each other via semantic relations:

1. Hypernym: describes a kind-of relation between words. For example, “red” and “color” have a hypernym relation because red is a color.
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Figure 8. Identified service composition pattern with control flow structures.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Name</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case Change</td>
<td>FindCity</td>
<td>Find, city</td>
</tr>
<tr>
<td>Case Change</td>
<td>getWeather</td>
<td>Get, Weather</td>
</tr>
<tr>
<td>Suffix containing number</td>
<td>City1</td>
<td>City</td>
</tr>
<tr>
<td>Underscore separator</td>
<td>Find_city</td>
<td>Find, City</td>
</tr>
</tbody>
</table>
2. Hyponym: describes a type-of relation between words. For example, “vehicle” is a hyponym of “car”.
3. Holonym: describes a whole-part (i.e., partOf) relation between words. For example, “tree” is a holonym of “bark”.
4. Meronym: describes a part-whole relation between words. Meronym is the inverse of holonym. For example, “finger” is a meronym of “hand” because a finger is a part of a hand.

If the words have hypernym and hyponym relations, we consider that they are the same. The similarity of the names of two operations is evaluated as given by equation (3). It measures the ratio between the number of common words in the operation names and the total number of words in both operation names. The value of operational similarity (i.e., OS) is 1 in case that the names of the operations have the exact match and 0 when there is no match.

$$\text{OS}(\text{op}_1, \text{op}_2) = \frac{|\text{words} (\text{op}_2) \cap \text{words} (\text{op}_2)|}{|\text{words} (\text{op}_1) \cup \text{words} (\text{op}_2)|}$$  \hspace{1cm} (3)

OS refers to the operational similarity; \(\text{op}_1\) and \(\text{op}_2\) represent operation names; \(\text{words}(\text{op}_1)\) and \(\text{words}(\text{op}_2)\) are the set of words appearing in the operation names \(\text{op}_1\) and \(\text{op}_2\).

$$\text{SI}(\text{op}_1, \text{op}_2) = \frac{|\text{InputParameters} (\text{op}_1) \cup \text{InputParameters} (\text{op}_2)|}{|\text{InputParameter} (\text{op}_1) \cup \text{InputParameters} (\text{op}_2)|}$$  \hspace{1cm} (4)

SI refers to the similarity in input parameters; \(\text{op}_1\) and \(\text{op}_2\) are the operations; \(\text{InputParameters}(\text{op}_1)\) and \(\text{InputParameters}(\text{op}_2)\) refer to the names of input parameters in operations \(\text{op}_1\) and \(\text{op}_2\).

$$\text{SO}(\text{op}_1, \text{op}_2) = \frac{|\text{OutputParameters} (\text{op}_1) \cup \text{OutputParameters} (\text{op}_2)|}{|\text{OutputParameter} (\text{op}_1) \cup \text{OutputParameters} (\text{op}_2)|}$$  \hspace{1cm} (5)

SO refers to the similarity in output parameters; \(\text{op}_1\) and \(\text{op}_2\) are the operations; \(\text{OutputParameters}(\text{op}_1)\) and \(\text{OutputParameters}(\text{op}_2)\) refer to the names of output parameters in operations \(\text{op}_1\) and \(\text{op}_2\).

Functional similarity is also a measure of the type, the number of input parameters and output parameters between the operations. Equation (4) gives the similarity measure between the input parameters of two operations. It is the ratio of the number of the same input parameters to the total number of input parameters of two operations. The value of SI is 1 in case that the names of the operations have the exact match and 0 when there is no match. Similarly, the similarity between the output parameters is given in equation (5). SO is the ratio of the common types of the output parameters between the operations by the total number of output parameters in the operations. The value SO is 1 when the names of the operations have the exact match and 0 when there is no match.

$$\text{FunctionalSimilarity}(\text{op}_1, \text{op}_2) = \frac{\text{OS}(\text{op}_1, \text{op}_2) + \text{SI}(\text{op}_1, \text{op}_2) + \text{SO}(\text{op}_1, \text{op}_2)}{3}$$  \hspace{1cm} (6)

OS refers to operation similarity between operations \(\text{op}_1\) and \(\text{op}_2\); SI refers to the similarity in the input parameters of the operations \(\text{op}_1\) and \(\text{op}_2\); SO refers to the similarity in the output parameters of the operations \(\text{op}_1\) and \(\text{op}_2\).

The overall functional similarity between the two operations is specified in equation (6). The values for operational similarity (OS), input parameter similarity (SI), and output parameter similarity (SO) fall within the range of 0 and 1. We normalize functional similarity shown in equation (6) by dividing it by 3. Therefore, the result of the functional similarity is between 0 and 1. 1 indicates exact match between the two operations and 0 shows no match.

4.4.2. Identifying structural similarity between the recovered patterns. For all the recovered patterns within a domain, we identify structurally similar patterns. We are interested in comparing the structure of the control flow graphs of the patterns. In a control flow graph, a node represents a service or a control flow structure (i.e., alternative, parallel, and iterative nodes); and an edge denotes a control
flow that links two services or connects a control flow structure and a service. Two graphs may have three kinds of structural similarity:

1. Exact match: the control flows match perfectly between the patterns. An example is shown in Figure 9(a). The two control flow graphs have the exactly same structure.
2. Plug-in match: one graph matches a part of the other graph. For the example as shown in Figure 9 (b), the nodes inside the dotted area have the same control flow.
3. Subset match: two graphs have a subset of common control flows. For the example as shown in Figure 9(c), both graphs share some common control flows enclosed by the dotted area.

In the case of exact and plug-in matches, a complete pattern (e.g., the one with the smaller number of nodes) can be extracted from both patterns. For the example shown in Figure 9(b), the left side graph can be extracted from the right side graph. The extracted pattern can be treated as more generalize patterns between the two patterns if the functionality of the common services is the same. In the case of subset match, no complete overlapping between the patterns can be found. Therefore, we consider patterns of subset matches as different patterns. For the exact and plug-in matches between two graphs, we use the depth-first graph traversal algorithm to visit the nodes in both patterns to compare the structure of both control flow graphs and examine the functionality of the corresponding services with the similar control flow structure. The traversal terminates when all the nodes are visited in both graphs.

Figure 10 shows the algorithm to find a generalized pattern from two control flow graphs of service composition patterns. We count the number of the nodes in the control flow graphs of two patterns. The control flow graph that contains the smaller number of nodes can be matched with any part of the control flow graph that has the larger number of nodes. We iteratively select the control flow graph with the minimum number of nodes to compare with a larger control flow graph until we compare all the control flow graphs. We identify the plug-in match between the control flow graphs of different sizes. If the two control flow graphs contain the equal number of nodes, then we search for the exact match between the graphs. The following steps show the process of comparing structural similarity between two patterns:

1. Select starting points for the graph traversal. We select a starting point for the traversal by counting the in-flow of the nodes. The nodes with no predecessors are selected as the candidates for the starting nodes for the traversal. When more than one candidate has no predecessors, we randomly select one. We compare every node in the larger graph with every node in the smaller graph. For the example shown in Figure 11, graph G1 is the smaller graph, and graph G2 is the larger graph. Node A in G1 and node M in G2 are selected as the starting nodes. We traverse graph G1 starting from node A and graph G2 from node M.

2. Compare the functionality of two corresponding nodes in both graphs. There are two kinds of nodes in the graphs: (i) control flow structures and (ii) service nodes. If a node is a control flow structure, we treat the same type of control flow constructs (e.g., loop, alternative, and parallel) as the nodes delivering the same functionality. For a service node, we further measure the functional similarity between them as discussed in the previous subsection. If the functional similarity
between the two nodes is greater than a predefined threshold value (e.g., 75%), we consider that the two services deliver the same functionality. We rename the node in the larger graph with the name of the node in the smaller graph to make that services with the same functionality have consistent name across all the patterns. For the example shown in Figure 11, assuming that node A and node M have a similar functionality, we rename node M with A. The updated G2 is illustrated in a new graph G3.

3. Expand the path length of functionally similar nodes in both graphs. We expand the path length of the nodes with the same functionality by 1 to identify the successors of the nodes. We further compare the functional similarity among the successors as described in Step 2. For the example shown in G1, the successors of node A in graph G1 are nodes C and B. Similarly, the successors of node M in graph G2 are nodes H and X. We assume that nodes B and H are functionally similar and that nodes C and X are functionally similar. We rename node H in graph G2 with node B in graph G1 and replace node X in graph G2 with node C in graph G1.

4. Recursively traverses the unvisited nodes. We recursively traverse all the nodes along a path from the starting node until the functional similarity of the corresponding nodes in both graphs are lower than the threshold value or reach the end of the path in a graph.
5. Compute the adjacency list of both graphs when the traversal is complete. An adjacency list is the representation of all edges in a graph as a list. Every entry in the adjacency list describes two nodes for an edge: one denoting the source node and the other denoting the destination node of the corresponding edge. For example, the adjacency lists for graphs G1 and G3 are shown as follows:

\[ G1_{\text{adj}} = \{(A, B), (A, C), (C, D), (D, E)\} \text{ is the adjacency list of graph G1, and } G3_{\text{adj}} = \{(A, B), (A, C), (B, K), (C, D), (C, Y), (D, E), (Y, L)\} \text{ is the adjacency list of graph G3.} \]

6. Compare the adjacency lists of both graphs: If the adjacency list of the larger graph contains the adjacency list of the smaller graph, we choose the smaller graph as a generalized pattern. If the adjacency lists do not match, then both the control flow graphs are treated as different graphs. For example, graph G3 represents a new graph after we rename the functionally equivalent nodes with the same labels as the ones in graph G1. If \( G1_{\text{adj}} \cap G3_{\text{adj}} = G1_{\text{adj}} \), then graphs G1 and G2 have the common control flows with the functionally similar services. Otherwise, there are no common control flows. Because the intersection of \( G1_{\text{adj}} \) and \( G3_{\text{adj}} \) is \( G1_{\text{adj}} \), the services of similar functionality in graphs G1 and G2 can be generalized.

5. CASE STUDY

To demonstrate the effectiveness of our approach, we conduct a case study to (i) verify if our approach can accurately recover the control flow of a service-oriented application from execution logs, (ii) validate if our approach can accurately identify service composition patterns (iii) verify and validate if our approach can accurately find the patterns with functional and structural similarity, and (iv) conduct the performance evaluation of our approach.

5.1. Setup

In the case study, 93 service-oriented applications are studied. The applications are composed from 93 business processes provided by a business process management architect from our industrial collaborator [22]. An overview of these service-oriented applications is listed in Table IV. The applications specify activities used in various domains. The number of the applications in each domain is also listed in Table IV. For example, the financial management applications manage financial policies, procedures, account, and asset.

The execution logs are collected from the testing environment when testing the 93 Web services applications. The execution engine uses WebSphere Process Server installation. IBM WebSphere Process Server [14] is used to host the applications. In the process of testing, SoapUI [23], a standard SOAP-based invocation tool, is used to automatically execute the service-oriented

<table>
<thead>
<tr>
<th>Industrial domains</th>
<th>No applications</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial management</td>
<td>10</td>
<td>Manage financial policies, procedures, account, and asset</td>
</tr>
<tr>
<td>Human Capital Management</td>
<td>11</td>
<td>Manage recruiting new employees and administering existing employees</td>
</tr>
<tr>
<td>Supply chain management</td>
<td>10</td>
<td>Manage product, market research, and procurement of materials and services</td>
</tr>
<tr>
<td>Banking</td>
<td>11</td>
<td>Open bank accounts</td>
</tr>
<tr>
<td>Insurance</td>
<td>10</td>
<td>Handle customer’s applications for insurance</td>
</tr>
<tr>
<td>Government</td>
<td>12</td>
<td>Administer employer/unemployment services</td>
</tr>
<tr>
<td>Retail</td>
<td>10</td>
<td>Manage inventory, product, order, and prices</td>
</tr>
<tr>
<td>Medical</td>
<td>9</td>
<td>Handle patient registration, triage and evaluation process, including subprocesses for blood pressure evaluation and blood tests</td>
</tr>
<tr>
<td>Telecommunication</td>
<td>10</td>
<td>Manage service provisioning process, including customer prequalification, credit check, and release of the order</td>
</tr>
</tbody>
</table>

Table IV. Business processes used in case study.
applications for a large number of times. We register the events for each task specified in the business processes through the Common Event Infrastructure (CEI) built in the IBM WebSphere Process Server. The CEI provides consistent, unified APIs and infrastructure for creating, transmitting, and distributing a wide range of events. The registration of events is conducted in the business processes without accessing the source code of the service that implements the task. The CEI can record the triggered events and the parameter passing between the service invocations in the logs. The execution logs are collected in a default directory in the process server.

In our case study, two of the co-authors inspect the results. One evaluator examines the service composition patterns recovered from the execution logs. The other evaluator checks the results from identifying structurally and functionally similar patterns. Our evaluators have 2 years of experience in developing business applications and studied the business processes of the domains used in our case study.

5.2. Results of Recovering Control Flows

We recover the control flows of each service-oriented application from the execution logs that contain 10,000 execution instances for each application. The accuracy of the recovered control flows is manually verified by comparing with the original business processes. Specifically, one of the co-authors manually check the recovered control flows of each application and compared them with the control flows of the original business processes used to compose the application. Our approach can correctly handle most special cases, such as self-loop (i.e., loop containing only one service). As a result, our approach accurately identifies the control flows of 92 out of 93 service-oriented applications listed in Table IV. Table V shows the number of nodes, edges, parallel relations, and alternative relations in the identified control flows. Each service has two events: ENTRY and EXIT events. The number of events in the execution logs is proportional to the number of services in the execution applications. However, our approach fails to handle a special case in which an alternative structure has two branches with identical services in different orders. Specifically, in the first branch, service A was executed before service B. In the other branch, service B was executed before service A. As a consequence, services A and B appear in the execution log in a random order. Our approach misidentifies services A and B as in a parallel structure because we use the random execution order as one of the criteria to identify the parallel structure.

5.3. Results of Identifying Service Composition Pattern

To verify if our approach can correctly identify service composition patterns from the 93 service-oriented applications, we use a testing environment with varying numbers of execution instances for the applications and apply our approach. We measure the correctness of the identified pattern service sets and the correctness of the identified pattern control flows.

5.3.1. Correctness of the identified pattern service sets. We use three metrics to measure the correctness of the identified pattern service sets, that is, precision, recall, and coverage.

Precision is defined in equation (7). It measures whether our approach can correctly identify the execution instances that contribute to a pattern service set. The precision should be high if our

<table>
<thead>
<tr>
<th>Domain of patterns</th>
<th>No applications</th>
<th>No nodes</th>
<th>No edges</th>
<th>No parallel relations</th>
<th>No alternative relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Financial management</td>
<td>10</td>
<td>120</td>
<td>170</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>2 Human Capital Management</td>
<td>11</td>
<td>115</td>
<td>153</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>3 Supply chain management</td>
<td>10</td>
<td>152</td>
<td>195</td>
<td>20</td>
<td>28</td>
</tr>
<tr>
<td>4 Banking</td>
<td>11</td>
<td>158</td>
<td>220</td>
<td>33</td>
<td>20</td>
</tr>
<tr>
<td>5 Insurance</td>
<td>10</td>
<td>129</td>
<td>187</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>6 Government</td>
<td>12</td>
<td>118</td>
<td>160</td>
<td>22</td>
<td>25</td>
</tr>
<tr>
<td>7 Retail</td>
<td>10</td>
<td>140</td>
<td>140</td>
<td>19</td>
<td>25</td>
</tr>
<tr>
<td>8 Medical</td>
<td>9</td>
<td>161</td>
<td>203</td>
<td>38</td>
<td>30</td>
</tr>
<tr>
<td>9 Telecommunication</td>
<td>10</td>
<td>130</td>
<td>183</td>
<td>20</td>
<td>21</td>
</tr>
</tbody>
</table>
approach is correct. Equation (8) gives the recall metric that is the fraction of relevant instances retrieved using our approach. Recall is a measure of completeness of our approach.

\[
\text{precision} = \frac{\text{correctly identified instances}}{\text{identified execution instances}} \tag{7}
\]

\[
\text{recall} = \frac{\text{correctly identified instances}}{\text{total execution instances}} \tag{8}
\]

Coverage is defined in equation (9). It calculates whether the identified pattern is widely adopted among the applications. To judge the correctness of our approach, the coverage is used in conjunction with knowledge about the functionality of the applications which generates the logs. If we know that the execution logs are collected from a set of applications that fulfill similar functionalities, we could expect the coverage to be high. In contrast, if the execution logs are collected from a set of applications with diverse functionalities, we expect the coverage to be low.

\[
\text{coverage} = \frac{\text{instances that contribute to a pattern}}{\text{total execution instances}} \tag{9}
\]

5.3.2. Correctness of the identified pattern control flows. We use accuracy to measure the correctness of the control flow of an identified pattern. It is defined as equation (10). Among all the execution instances that contribute to a pattern, we count the correct execution instances. An execution instance is correct if the control flow of its underlying application is a super graph of the control flow of the identified pattern.

\[
\text{accuracy} = \frac{\text{correct execution instances}}{\text{execution instances that contribute to a pattern}} \tag{10}
\]

The results are shown in Table VI. The high precision shows that our approach can accurately identify pattern service set. The moderate recall shows that our approach misses patterns in some of the execution instances. Figure 12 shows the recall and precision graph in nine domains. The coverage of a pattern service set is moderate because in our case study, the execution log is collected from a combination of similar and different applications. Therefore, the patterns are not widely used in all applications. The accuracy of a pattern control flow is high but not 100% accurate

<table>
<thead>
<tr>
<th>No</th>
<th>Domain of patterns</th>
<th>No total execution instances (K)</th>
<th>No execution instances related to a pattern</th>
<th>Accuracy of a pattern service set</th>
<th>Accuracy of a control flow (%)</th>
<th>% reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Financial management</td>
<td>15</td>
<td>10,285</td>
<td>100</td>
<td>75</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>Human Capital Management</td>
<td>16</td>
<td>11,110</td>
<td>100</td>
<td>68</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>Supply chain management</td>
<td>15</td>
<td>9,778</td>
<td>100</td>
<td>63</td>
<td>65</td>
</tr>
<tr>
<td>4</td>
<td>Banking</td>
<td>16</td>
<td>10,413</td>
<td>100</td>
<td>71</td>
<td>65</td>
</tr>
<tr>
<td>5</td>
<td>Insurance</td>
<td>15</td>
<td>9,559</td>
<td>100</td>
<td>68</td>
<td>63</td>
</tr>
<tr>
<td>6</td>
<td>Government</td>
<td>17</td>
<td>12,423</td>
<td>100</td>
<td>72</td>
<td>73</td>
</tr>
<tr>
<td>7</td>
<td>Retail</td>
<td>15</td>
<td>10,230</td>
<td>100</td>
<td>70</td>
<td>68</td>
</tr>
<tr>
<td>8</td>
<td>Medical</td>
<td>11</td>
<td>7,089</td>
<td>100</td>
<td>74</td>
<td>64</td>
</tr>
<tr>
<td>9</td>
<td>Telecommunication</td>
<td>12</td>
<td>8,011</td>
<td>100</td>
<td>72</td>
<td>66</td>
</tr>
</tbody>
</table>
because of cases where two or more services are arranged slightly differently between similar applications, although they share the pattern service set. Suppose that two services (i.e., A and B) are in a parallel structure in some applications. However, in other applications, A and B are arranged as a sequence (i.e., \( A \rightarrow B \)). We cannot detect the conflicting situation and treat the services in a sequential relation as a parallel relation. However, a sequential relation is essentially a special case in the parallel structure of the two services. The percentage of reuse shows number of times that a pattern occurred in a domain. The percentage of reuse varies between 25% to 60%.

5.4. Results of Structural and Functional Similarity among the Recovered Patterns

Our objective is to find functional and structural similarity among the recovered patterns. We measure the precision and recall to evaluate the performance of our approach. Precision is a ratio of the number of patterns being correctly identified by our approach with respect to the total number of functionally and structurally similar patterns identified by our approach (i.e., retrieved patterns). The definition of precision is given in equation (11). Recall evaluates a number of patterns correctly identified by our approach with respect to the total number of functionally and structurally similar patterns (i.e., relevant patterns). The definition of recall is shown in equation (12). To verify if our approach can correctly identify the structural and functional similarity, we manually analyzed all the recovered patterns and categorized them according to the structural and functional similarity. Then we compared our manually classified results with the results obtained from our approach.

\[
\text{pattern}_{\text{precision}} = \frac{|\{\text{relevant patterns}\} \cap \{\text{retrieved patterns}\}|}{|\{\text{retrieved patterns}\}|} \tag{11}
\]

\[
\text{pattern}_{\text{recall}} = \frac{|\{\text{relevant patterns}\} \cap \{\text{retrieved patterns}\}|}{|\{\text{relevant patterns}\}|} \tag{12}
\]

Table VII shows the results of precision and recall for our approach to find structurally and functionally similar patterns among the recovered patterns. We randomly selected a small subset (10%) of patterns and calculated the functional similarity with different threshold values starting from 15% to 95% percentage. We increase the threshold by 10% each time. We found that the optimal results are at the thresholds of 75% and 85%. Hence, both 75% and 85% are used as two threshold values for measuring the functional similarity between two services. As shown in Table VII, the 75% threshold value can produce higher precision and recall. Our approach can find the structurally and functionally similar patterns with a high precision (i.e., an average, 88% precision with the threshold value of functional similarity set to 75%). The main reason for not gaining 100% precision is caused by the errors in the functional similarity comparison.

The functional similarity is based on the similarity between the words present in the operation name, input parameters, and output parameters. However, some of the words used in the operation names may
have multiple meanings. For example, the operation names "buyBook" and "bookTickets" contain a common word, "book". However, word "book" is used in different contexts. The word "book" in "buyBook" is used as a noun, and the "book" in "bookTickets" is a verb. Our approach detects that both phrases share a word and hence are functionally close. Similarly, the same numbers and types of input parameters and output parameters can increase the functional similarity of two unrelated operations.

The average recall of our approach is 71% when the threshold value of functionality similarity is set to 75%. Our approach could not identify the functionally similarity between two operations if the words appearing in the operation names are not available in WordNet. For example, an operation name may contain abbreviations and terms (e.g., DHL, UPS). Such words are not found in WordNet. Moreover, the use of ambiguous words causes difficulties to identify functional similarity among operations. For example, regional words, such as livre that means book in French, are not recognized in WordNet. The operations with functional similarity may have different input parameters and output parameters. Our approach is unable to classify such operations correctly.

Figure 13 shows the graph of the precision and recall for the functional and structural similarity between patterns for threshold 75% and 85%. APPENDIX A gives a summary of the service composition patterns identified by our approach. We list the domain of application, its diagram, a short description, and the application of each pattern.

### 5.5. Performance of our Approach for Identifying Patterns

In this case study, we evaluate the performance of our graph-based approaches to identify the patterns from the execution logs. The case study is conducted on a laptop with Intel Core 2 Duo CPU of
2.66 GHz and 4 GB RAM. We sample the execution instances with varying sizes from 1 to 10 K. We identify the control flows in the execution instances. The number of nodes in the recovered control flows ranges from 4 to 20. The control flows are then evaluated to identify the patterns. Table VIII shows the time required to identify the patterns from the varying size of the execution logs. As shown in Table VIII, the time needed to identify the patterns is dependent on the number of control flows. The cost to identify the patterns is expensive when running on such a hardware configuration. In the future, we will optimize our graph-based approaches to reduce the cost of identifying patterns from execution logs.

5.6. Threats to Validity

In this section, we discuss the limitations of our approaches and the threats that may affect the validity of the results of our case study.

In our case study, two of the co-authors inspect the results. Our evaluators have experience in developing business applications and studied the business processes of the domains used in our case study. It is difficult to find a professional analyst to perform such a time-consuming task. In the future, we plan to invite business analysts to conduct a smaller case study and provide feedback on the recovered service composition patterns. The manual verification introduces bias because a single evaluator could make mistakes. Although there were two evaluators in our case study, each evaluates different results for the case study. Therefore, our evaluation is based on a single person. We should have recruited additional people for the evaluation. Unfortunately, we were not able to recruit more evaluators with sufficient knowledge about service-oriented applications and who can spend considerable time to manually inspect our results.

To generalize our results to business processes in other domains, we chose to study systems with a variety of domains to help ensure the generality of our results. Our approach is dependent on the granularity of the generated logs from the business process execution engine. We only used two threshold values (i.e., 75% and 85%) to assess the precision and recall of our approach for identifying the functional and structural similarity among the service composition patterns. We manually examine a sample set of WSDL documents to evaluate the functional similarity between operations and find that 75% and 85% can give the optimal results in the precision and recall. In the future, we plan to evaluate other possible threshold values with a larger sample size.

6. RELATED WORK

A great amount of effort has been devoted to identifying service composition patterns. In this section, we discuss the related work in four areas: (i) mining service composition logs; (ii) identifying similarity among service composition patterns; (iii) model-based service composition patterns; and (iv) analysis of execution traces of software components.

6.0.1. Mining service composition logs. In the business process management domain [24, 25], a composition pattern catalogs different forms of service interactions through control flows (e.g., sequential pattern and loop pattern). Such a pattern does not refer to a particular existing service. In our work, we identify service composition patterns that consist of operations from Web services and

<table>
<thead>
<tr>
<th>No execution instances (K)</th>
<th>No control flows</th>
<th>Time taken to identify patterns (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>.54</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>1.21</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>1.58</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>2.3</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>3.4</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>9.33</td>
</tr>
</tbody>
</table>
the control flows among the operations. Hence, the identified patterns are more concrete and ready to use for composing or improve applications.

Liang et al. [26] mine service association rules from service transactional data. Their approach aims to discover a binary association relation between two service sets. Agrawal et al. [5] propose a technique for mining business processes from execution logs. This approach builds a dependency graph using the order in which activities are recorded in the historical log. For example, activity A depends on another activity B if A can only happen after B. However, this work did not further identify control flow structures based on the dependency graph. Cook and Wolf [6] develop a similar approach to recover business processes from event logs. The approach is capable of identifying parallel structures assuming that business tasks in a parallel structure are invoked in random order. Schimm [7] recovers hierarchically structured business processes. Aalst et al. [9] propose an approach to recover business processes using Petri net theory. Similar to Agrawal [5], Aalst et al. use tasks in the business processes logs to construct Petri net to indicate the relationship among tasks. Aalst et al. can identify dependency relations, nonparallel relations, and parallel relations to describe the execution order among tasks.

In a heuristic approach [11], metrics are used to construct business processes using logs. Specifically, a dependency/frequency table is constructed on the basis of the order of occurrences between each pair of tasks. The graph representing task execution order is induced from the dependency/frequency table. This approach can handle execution data with noise. Greco et al. [27] mine multiple variants of processes to represent different usage scenarios. Bose et al. [28] propose an approach to cluster instances to handle less structured process model. Francescomarino et al. [29] develop an approach to recover business processes of Web applications by mining GUI-form traces. Similar to existing approaches, our approach can identify sequential, alternative, parallel, and loop control flow structures. However, our approach is different from the existing approaches in the following aspects. (i) We improve the technique for identifying parallelism. Existing approaches detect parallelism relations between services if the services appear in random orders in different execution logs [6, 9]. Such approaches require a large number of execution logs reflecting all possible execution orders among services. Furthermore, not all runtime execution environments support the execution of parallel services in random order. Our approach uses the ENTRY and EXIT service invocation events to detect concurrency. In the cases where paralleled services are executed concurrently, our approach can identify parallelism using a single execution of a service-oriented application without the assumption of the random execution order among parallel services. (ii) Different from the existing approaches that focus on recovering a single entire process, we mine the frequently executed patterns used in multiple service-oriented applications. Similar to the existing approaches [5, 9], we use the techniques to recover control flow of the pattern.

6.0.2. Identifying the similarity among service composition patterns. Techniques, such as text document matching, schema matching, and software component matching are used to identify functional similarity among operations of Web services. Several methods [30, 31] are developed to capture clues about the semantics of schemas and suggest schema matches using linguistic analysis, structural analysis, and domain knowledge. Our work focuses on identifying the functional similarity among the operations of Web services.

There are various methods to identify the semantic similarity between the Web service interfaces [32, 33, 30, 34–36]. Natallia [30] provides a detailed survey on different approaches to compute similarity between Web service interfaces. Nayak [33] proposes a method to calculate the similarity between Web services using the Jaccard coefficient that measures the similarity between sample sets. The Jaccard coefficient is defined as the size of the intersection divided by the size of the union of the sample sets. Dong et al. [32] propose a method to cluster operations using the parameters of the operations. The parameters tend to reflect the same concept if they often occur together. Liu et al. [34] apply text mining techniques to extract features from service description files to identify similarity among Web services. Different from aforementioned approaches, our approach identifies the similarity among operations of Web services by examining the similarity in the operation name, inputs parameters, and output parameters.
Dijkman et al. [37] investigates two approaches for business process alignment. Their approaches are based on lexical matching and error correcting graph matching. Our matching approach first identifies the structurally similar business processes from the execution logs and then uses semantic analysis of those business processes to find functionally similar services. Nejati et al. [38] propose a heuristic based on both static and behavioral properties to find the matching state charts. Minor et al. [39] propose the case-based approach to represent an index-based retrieval of past business processes to give authoring support for adaptation of recent business processes instances. Our approach is based on the examining the execution logs of business processes. Similar to our approach, Juan [40] propose the Business Process Execution Language process matchmaking by using graph matching techniques. Brockmans et al. [41] provide the representation of Petri nets in Web Ontology Language to semantically enrich the business process models. They propose a technique to semantically align business processes to semi-automated interconnectivity of business processes.

6.0.3. Model-based service composition patterns. Research efforts have been devoted to describing business processes patterns in different formalisms. Model checking techniques are used to compare the execution of two state machines. Schäfera et al. [42] propose a tool HUGO to automatically verify whether the interactions expressed by collaboration can be realized by a set of state machines. HUGO uses the model checker SPIN to verify the model against the automata. Puhlmann et al. [43] discuss the application of the π-calculus for describing the behavioral perspective of business processes patterns. The formalizations are then used as a foundation for pattern-based business processes execution, reasoning, and simulation. Stefansen et al. [44] present a representation of the patterns in CSS (a subset of π-calculus). In general, process calculi are used for specifying business processes, then model checking for their verification, and automata for scheduling. Different from the model-based approaches, we use graph-based and linguistic-based approaches to find the patterns in the execution logs.

A conversation is the global sequence of messages exchanged among the components of a distributed system. Conversations provide an intuitive and simple model for analyzing interactions among composite Web services. Bultan et al. [45] use a model-based approach to identify the interaction among Web services. Bultan et al. [45] use synchronizability and realizability analyses as two techniques for analyzing conversations. Synchronizability analysis is used to identify bottom-up Web service specifications for which asynchronous communication does not change the conversation behavior. Realizability analysis is used to identify top-down Web service specifications that are realizable using asynchronous communication. Bultan et al. [46] discuss that the approach of top-down and bottom-up conversation specifications can be automatically verified. Different from the conversation model, our approach identify service composition patterns that consist of operations from Web services and the control flows among the operations.

6.0.4. Analysis of execution traces. The analysis of execution logs [47–49] can be useful in many software engineering activities including debugging, feature enhancement, performance analysis, and any other tasks that help to understand system behaviors. We analyze the execution logs to recover the control flows of SOA applications. A rich body of work uses execution logs to model and extract designs of the software components.

Di Lucca et al. [48] present a reverse engineering approach to recover a use case model from object-oriented code. The approach identifies use cases by analyzing class method activation sequences triggered by input events and terminated by output events. Di Lucca et al. [47] propose an approach to abstract use case diagrams from execution logs of a Web application. Di Lucca et al. record Web Application executions in transition graph. The transition graph is analyzed along user sessions to cluster of navigated pages. Their main purpose for their work is to find the evolution of Web application. Hamou-Lhdaj et al. [49] purpose an algorithm to detect utility components based on component dependency graph. Hamou-Lhdaj et al. built behavioral design models from execution logs. Hamou-Lhdaj et al. use case map is used represent behavioral model. We use execution logs to identify patterns in SOA application within a domain. The identified patterns are represented in Business Process Modeling Language (BPML) notation.
7. CONCLUSION AND FUTURE WORK

In this paper, we present an approach for identifying service composition patterns from execution logs. Service composition patterns record the best practices in designing and developing reliable service-oriented applications. To identify a pattern, we find a set of services frequently executed together along with their control flows. We also propose an approach to identify functionally similar patterns to represent the recovered service composition patterns independent from the actual services. Our approach helps service providers to identify the service composition patterns that are proven to be successfully applied in practice for developing new applications or refining their existing applications. The identified patterns facilitate the documentation and reuse of service composition patterns to improve the productivity of SOA developers. The case study demonstrates that our approach can effectively detect service composition patterns with accurate control flows and frequently used sets of services. The case study also shows that our approach can identify the functionally similar patterns precisely.

In the future, we plan to enhance our approach for identifying functional similarity by comparing conversations between the services. We will also enhance the process of identifying patterns from the execution instances using the data flows between the services. For example, by considering data flow relations among services, we could capture the roles of the tasks in a pattern, such as wrapper, dispatcher, and fault tolerance. We would like to investigate the possibility to get the patterns directly from the message exchange between services, in addition to analyzing of the control flows among the services. We also plan to facilitate the reuse of the identified patterns by enhancing the documentation of the identified service composition patterns. We plan to capture more detailed information for each pattern, such as the contexts and consequences of using the identified patterns.

APPENDIX A: Summary of the composition patterns identified

(1) Name: Financial report  
Application domain: Financial management  
Description: A pattern provides fixed asset data for tax, regulatory, or statutory purposes.  
The business process of the pattern:

Application of the pattern: The pattern is used in the process that involves enforcing financial policies and procedures, asset management, and general accounting activities.

(2) Name: Product promotion  
Application domain: Retail  
Description: A pattern describes the steps for product promotion in a retail store.
The business process of the pattern:

Application of the pattern: The pattern is used in the supplier forecasting process that generates supplier request, response review, and purchase order.

(3) **Name:** Recruitment  
**Application domain:** Human Capital Management  
**Description:** A pattern describes the steps for handling staffing process.  
The business process of the pattern:

Application of pattern: The pattern is used by most of the recruitment process. The pattern is used for internal recruitment, external recruitment, and promotion.

(4) **Name:** Portfolio management  
**Application domain:** Supply chain management  
**Description:** A pattern conducts the portfolio management of products and services offered by an organization to its customers.  
The business process of the pattern:

Application of the pattern: The pattern is used in the process involving market research, procurement of materials and services, contract negotiation, and supply management.

(5) **Name:** Loan processing  
**Application domain:** Banking  
**Description:** A pattern processes loan applications.
The business process of the pattern:

Application of the pattern: The pattern is used in process involving loan applications, new customer application, and originating or servicing mortgage loans.

(6) **Name**: Customer information management  
**Application domain**: Insurance  
**Description**: A pattern checks and completes customer applications.

The business process of the pattern:

Application of the pattern: The pattern is used in the process involving the validation and verification of customer application, claims submission, and claim processing.

(7) **Name**: Claim processing  
**Application domain**: Government  
**Description**: A pattern processes unemployment service claims.

The business process of the pattern:

Application of the pattern: The pattern is used in the process involving employer registration, employer contributions, and unemployment services administration.

(8) **Name**: Emergency management  
**Application domain**: Medical  
**Description**: A pattern handles emergency services.

The business process of the pattern:
Application of the pattern: The pattern is used in patient registration, triage, and evaluation processes. It includes subprocesses for blood pressure evaluation and blood tests.

(9) Name: Customer management  
Application domain: Telecommunication  
Description: A pattern deals with customer prequalification, credit check, and release of the order. The business process of the pattern:

Application of the pattern: The pattern is used in digital subscriber line provisioning process that involves customer prequalification, credit check, release of the order, industry-generic credit review, and approval process.
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