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Abstract An issue report describes a bug or a feature request for a software system. When resolving an issue report, developers may discuss with other developers and/or the reporter to clarify and resolve the reported issue. During this process, questions can be raised by developers in issue reports. Having unnecessary questions raised may impair the efficiency to resolve the reported issues, since developers may have to wait a considerable amount of time before receiving the answers to their questions. In this paper, we perform an empirical study on the questions raised in the issue resolution process to understand the further delay caused by these questions. Our goal is to gain insights on the factors that may trigger questions in issue reports. We build prediction models to capture such issue reports when they are submitted. Our results indicate that it is feasible to give developers an early warning as to whether questions will be raised in an issue report at the issue report filling time. We examine the raised questions in 154,493 issue reports of three large-scale systems (i.e., Linux, Firefox and Eclipse). First, we explore the topics of the raised questions. Then, we investigate four characteristics of issue reports with raised questions: (i) resolving time, (ii) number of developers, (iii) comments, and (iv) reassignments. Finally, we build a prediction model to predict if questions are likely to be raised by a developer in an issue report. We apply the random forest, logistic regression and Naïve Bayes models to predict the possibility of raising questions in issue reports. Our prediction models obtain an Area Under Curve (AUC) value of 0.78, 0.65, and 0.70 in the Linux, Firefox, and Eclipse systems, respectively. The most important variables according to our prediction models are the number of Carbon Copies (CC), the issue severity and priority, and the reputation of the issue reporter.
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1 Introduction

The delay in resolving issues can affect the satisfaction of users (Breu et al., 2009). Investigating the factors that impact the efficiency of the issue resolving process has attracted both academia and industry (Baysal et al., 2009; da Costa et al., 2017a, b; Francalanci and Merlo, 2008; Ohapanchi and Aurum, 2011; Nguyen et al., 2012; Ohira et al., 2012). An important factor that affects the efficiency of resolving process is the interaction among developers and reporters to discuss how to address a reported issue during the issue resolving process. Breu et al. (Breu et al., 2010) observe that the active participation of both reporters and developers in the discussion of an issue reports may increase the efficiency of resolving issues. When resolving issues, developers might raise questions in order to clarify the described issue (Breu et al., 2010; Ko and Chilana, 2011; Lotufo et al., 2012) or the requested feature (Ko and Chilana, 2011). As a consequence, we are interested in performing a more detailed empirical study on a larger scale of issue reports. Our goal is to gain insights about the impact of raised questions in issue reports on the issue resolution process.

Much research has been devoted to study the discussion between developers and reporters in issue reports. A preliminary study by Breu et al. (Breu et al., 2009) analyzes 600 issue reports to study how the raised questions in issue reports are answered. Sillito et al. (Sillito et al., 2006) investigate what information developers generally need in issue reports and how developers usually obtain such information. Likewise, Bettenburg et al. (Bettenburg et al., 2008a) surveyed 466 developers and reporters to understand the characteristics of a well-written issue report. The authors also propose CUEZILLA, a recommender tool that indicates how issue reports can be improved.

Despite the great advance of prior research in studying the discussion in issue reports and the characteristics of well-written reports, the characteristics of issue reports with raised questions remain unexplored. For example, even though an issue report is well-written, developers may still ask input from other team members to better understand the issue report. A high number of raised questions might also indicate that the solution to an issue report is not trivial (e.g., a high severity report), so that the developers have to carefully reach consensus before committing the final solution. In this paper, we conduct an in-depth analysis about the issue reports with raised questions. We aspire to provide earlier warnings (i.e., at the issue report filling time) to developers and users regarding issue reports that will likely receive questions, so they can provide the missing information while it is still fresh in their minds. Although not all questions may be avoided, warning that an issue report is more likely to receive questions may also lead users and developers to be more alert and respond to the questions more quickly.

To understand the most influential factors that can trigger questions in issue reports, we investigate 519,645 issue reports of three well known and long-lived systems (i.e., Linux, Firefox, and Eclipse). We observe that there is a considerable proportion (24.87% to 47.04%) of issue reports with raised questions that were reported for
these three systems. Dealing with the raised questions in such a large amount of issue reports does have a serious threat to the efficiency of the issue resolving process. Hence, we are interested in understanding what questions are raised and how such raised questions impact the issue resolving process.

First, we investigate what types of questions are asked in order to understand the reasons behind such questions and the information sought by developers when asking them. Next, we investigate the impact that raising questions has on the issue resolving process. Finally, we study the feasibility of predicting whether questions will likely be raised in a given issue report at the time that a report is created. In particular, we address the following three research questions:

**RQ1: What type of questions are asked by developers?** To extract the topics of questions that developers raised on issue reports, we apply the Latent Dirichlet Allocation (LDA) technique on the extracted questions from issue reports. Among the three subject systems (Linux, Firefox, and Eclipse), there are four common categories of questions “Current status”, “Reproduce steps”, “Final resolution” and “Operating system”. The majority of questions are different across the three subject systems, as the type of questions heavily depends on the characteristics of issues belonging to each system. In particular, Linux developers ask more questions regarding “Configuration” and “Driver”; Firefox developers raise more questions related to “Safe mode” and “Reproduce steps”; and Eclipse developers ask more questions about Component. Although our findings only highlight the types of questions in the three systems, our approach can be applied to other systems for developers to tailor a particular checklist for their issue reports.

**RQ2: Are issue reports with raised questions different from issue reports without raised questions?**

It is intuitive to think that questions raised in issue reports will delay the resolution of such reports. However, it is important to empirically investigate whether issue reports with raised questions take a considerable extra time to be resolved. For example, although an issue report with raised questions can be more time consuming, the extra time that is needed could be of a small significance on the average population of issue reports.

We use statistical tests and measures of effect-size to evaluate the difference between issue reports with raised questions and without raised questions through four perspectives: (i) the time elapsed of the entire resolving process (i.e., from when the issue reports is “touched” by developers for the first time to when it gets resolved); (ii) the number of developers involved in the resolving process; (iii) the number of comments; and (iv) the number of reassignments.

Our results show that issue reports containing questions have a longer elapsed time and involve more developers. In addition, although Bhattacharya and Neamtiu (Bhattacharya and Neamtiu, 2011) found that reassignments are not always correlated with issue resolution time, we observe that issues with raised questions are more likely to be reassigned to other developers. Our results suggest that issue reports containing

---

1 “Touched” refers to the activity of developers on an issue report, which could be either posting a comment on the issue report or changing any field of the issue report.
questions are significantly different from issue reports without questions (in terms of (i), (ii), (iii), and (iv)).

**RQ3: Is the occurrence of questions predictable?**

We collect the metrics that are available at the creation time of an issue report, and experiment them with three modeling techniques (i.e., random forest, logistic regression and Naïve Bayes) to predict whether developers will raise questions on issue reports. We find that the model built with the random forest performs the best. The random forest model achieves an AUC value of 0.78 in the Linux system, 0.65 in the Firefox system, and 0.70 in the Eclipse system. It is feasible to predict the occurrence questions in the issue reports of Linux, or even Eclipse. The prediction can give developers an instant warning on newly created issue reports, so that developers and issue reporters can clarify the possible missing information while the issue is still fresh in the mind of the issue reporter.

Our main contributions are summarized as follows:

- We perform an in-depth analysis on the raised questions from the issue reports, such as what are questions raised, and how the raised questions impact the issue tracking process.
- We demonstrate the feasibility of building a model to predict the likelihood of questions raised in issue reports when such issue reports are submitted.

**Paper organization.** We provide a motivating example to our study in Section 2. We describe our data processing steps in Section 3. The experiment setup and results of RQ1, RQ2, and RQ3 are presented and discussed in Sections 4, 5, and 6, respectively. Threats to validity are outlined in Section 7. We discuss the related work in Section 8 and conclude the paper in Section 9.

### 2 Motivation Example

Little quantitative analyses have been conducted to investigate the impact of raised questions in the issue resolution process. A preliminary investigation of our data reveals that questions raised in issue reports might be indicative of delays in the issue resolution process. Fig 1 shows an example of questions raised in the Linux-53 report. The Linux-53 report describes a problem about consistent I/O errors in the Linux kernel regarding the CDROM drive. The issue report then received comments from other users stating that the same problem was experienced in other Linux kernel versions.

In Comment-7, a developer (Diego) asks how to reproduce the issue. Diego mentions that he cannot reproduce the issue anymore, which is why he asks if there is an explicit way to reproduce the reported issue. Next, in Comment-8 (two years later), another developer asks whether anyone is still observing the issue. In Comment-9, after two months, another user (Seth) deciphered how to reproduce the issue, under a particular configuration, hardware, and software environment. Seth also provided a work-around to avoid the problem by disabling the **Direct Memory Access (DMA)** of the drive. Finally, in Comment-11, another developer (Nishanth) asks whether

---

https://bugzilla.kernel.org/show_bug.cgi?id=53
Seth was still experiencing the issue—probably to know whether the issue was fixed. However, Seth responded to Nishanth only after two months, stating that the problem was not experienced anymore, but Seth was using a different hardware. Finally in Comment-14, after six months, the assignee of the issue report (Olaf) asks again if anyone was still facing the problem. By waiting for 10 days without any response, Olaf considered the issue to be fixed and closed it.

Had the reporter of the issue (or any other user) quickly provided feedback for developers in all of the opportunities (i.e., Comment-7, Comment-8, Comment-11, and Comment-14), the processing time of the Linux-53 issue report could have been much quicker.
Although prior research has studied the questions raised by developers and the characteristics of well-written issue reports \cite{Bettenburg2008a, Breu2009}, we are the first to quantitatively analyze the impact of questions raised by developers in the issue resolution process. We also build prediction models to capture issue reports that will likely have questions raised at their filling time. We analyze a much larger scale of issue reports than prior research (i.e., 519,645 issue reports). In particular, we study the Linux, Firefox, and Eclipse projects. The goal of our work is to improve the issue resolving process by providing early warnings for developers and reporters as to whether a newly reported issue will likely receive questions. By receiving such warnings, reporters should be more alert because their feedback will be necessary. As for developers, they might choose to prioritize an important issue report that will likely receive questions.

3 Data Processing

In this section, we present the dataset, and the steps to extract and process questions from issue reports. Fig.\ref{fig:overview} depicts the overview process of our data processing.

3.1 Subject Systems

We study issue reports from three popular ultra-large-scale and open-source systems, i.e., Linux\footnote{https://bugzilla.kernel.org}, Firefox\footnote{https://bugzilla.mozilla.org} and Eclipse\footnote{https://bugs.eclipse.org/bugs}. Linux is known as a popular operating system. Firefox is a well-known web-browser. Eclipse has over 250 different open source projects, like the widely used integrated development environment (IDE) for software development, modeling tools, reporting tools, and much more. As the three systems are representative open source systems, studying issue reports in the three systems can reflect the practice in the open source community.

For each system, we collect all its issue reports from the first issue report until February 2016. For each issue report, we download all the properties and comments, as well as the changes made to the attributes (e.g., severity, priority, #CC) in the entire history. As we aim to predict if questions can be raised from a newly created issue
### Table 1: The number of issue reports in each studied ITS

<table>
<thead>
<tr>
<th>ITS</th>
<th>Collection period</th>
<th># of reports</th>
<th># of resolved reports</th>
<th># of reports with questions</th>
<th># of reports without questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux</td>
<td>2002 to 2016</td>
<td>27,100</td>
<td>23,134</td>
<td>10,882 (47.04%)</td>
<td>12,252 (52.96%)</td>
</tr>
<tr>
<td>Firefox</td>
<td>1999 to 2016</td>
<td>157,340</td>
<td>138,767</td>
<td>54,644 (39.38%)</td>
<td>84,123 (60.62%)</td>
</tr>
<tr>
<td>Eclipse</td>
<td>2001 to 2016</td>
<td>406,303</td>
<td>357,744</td>
<td>88,967 (24.87%)</td>
<td>268,777 (75.13%)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>590,743</td>
<td>519,645</td>
<td>154,493 (29.73%)</td>
<td>365,152 (70.27%)</td>
</tr>
</tbody>
</table>

#### Fig. 3: An illustrative example of a url link containing “?”


#### Fig. 4: An illustrative example of call trace message containing “?”

3.2 Question Extraction

To investigate all raised questions across the issue resolving process, we go through all the comments of issue reports and extract the raised questions from the comments using regular expressions. Specifically, we consider a sentence ending with the question symbol “?” as a question. We only extract questions from comments which are posted by developers before the issue report is resolved. However, our extracted questions might contain noises. In summary, there might be three kinds of noise in our extracted questions:

1. **URL links** (e.g., [https://www.***./?](https://www.***./?)). It is common that developers use a URL link in a comment to refer other issue reports or external pages to help address

---

To examine the impact of raising questions on the issue addressing process, we exclude the issue reports that are not resolved (i.e., issue reports still with the status of NEW, ASSIGNED and REOPENED). Table 1 shows the descriptive statistics of the issue reports that we collected from the issue tracking systems (ITSs) of the three subject systems.

To investigate all raised questions across the issue resolving process, we go through all the comments of issue reports and extract the raised questions from the comments using regular expressions. Specifically, we consider a sentence ending with the question symbol “?” as a question. We only extract questions from comments which are posted by developers before the issue report is resolved. However, our extracted questions might contain noises. In summary, there might be three kinds of noise in our extracted questions:

1. **URL links** (e.g., [https://www.***./?](https://www.***./?)). It is common that developers use a URL link in a comment to refer other issue reports or external pages to help address...
Fig. 5: An illustrative example of a code snippet containing "?"

Here is a snippet:
```java
public static void main(String[] args) {
    Display display = new Display();
    final Shell shell = new Shell (display);
    Button button = new Button(shell, SWT.PUSH);
    button.setText("button.");
    button.pack();
    button.setLocation(20, 20);
    shell.setLayout(new GridLayout());
    display.addFilter(SWT.KeyDown, new Listener() {
        public void handleEvent(Event e) {
            shell.setOrientation(shell.getOrientation()) ==
            SWT.RIGHT_TO_LEFT ? SWT.LEFT_TO_RIGHT : SWT.RIGHT_TO_LEFT;
        }
    });
    shell.open();
    while (!shell.isDisposed()) {
        if (!display.readAndDispatch()) display.sleep();
    }
    display.dispose();
}
```

the issues. It is possible that a URL link contains the symbol of "?". For example, Fig 3 shows a URL link appears in the comments of the report Linux-135. In this example, there exists the symbol of "?" in the URL link, and it is identified as a question. To exclude such kind of noise, we use a regular expression to identify all URL links (i.e., strings that start with "http://" or "ftp://") and exclude them.

2. **Execution logs.** It is common that developers paste execution logs in the comments to help discuss and investigate the reported issues. Fig 4 shows an example of a call trace embedded in a comment (i.e., in Comment-5 Linux-12595). We use a regular expression to identify the embedded call trace from the comments. The format of the call traces usually starts with a date and contains "address format" (e.g., [<ffffffffa002789f>]) before the symbol of "?".

3. **Code snippets.** Code snippets embedded in a comment allow developers to discuss and investigate the potential reasons for generating the corresponding issue in the code snippet. However, code snippets can contain noises that are identified as questions. For example, Fig 5 displays an example of noise that is identified as a question in the code snippet embedded in Eclipse-29779 Comment-103. The symbol of "?" is an operator in programming languages (i.e., C, C++, Java and so forth), and the symbol of "?" can exist in a code snippet. In this case, "?" is followed by an identifier and a symbol of ":" (e.g., return num>max?num:max). Hence, we exclude such noise using the regular expression to identify code snippets.

An issue reporter may submit additional comments that provide extra information to enrich the description of the issue report. As shown in Fig 6, the reporter posts two new comments (i.e., in Comment-1 and Comment-2) to enrich the information of an issue report. For example, in Comment-1 the reporter mentions that the resolution
Eclipse-Bug 1691:
Darin Wright [2001-10-10 22:17:42 EDT]:
Description
When I get an error, I get a trace, it would be good to be able to select the
Exception class, right click and add a breakpoint and re-run the execution
up to the exception
...
Darin Wright [2002-02-26 14:52:26 EST]:
Comment 1
Deferred
...
Darin Wright [2002-09-13 10:58:18 EDT]:
Comment 2
Consider to 2.1
...
Darin Swanson [2003-10-06 13:47:58 EDT]:
Comment 7
Just to check...but you meant to use the 1.4 support?
...

Fig. 6: An example of additional comment

Fig. 7: An illustrative example of a replying comment

of the issue was deferred. In Comment-2, the reporter suggests that the issue report
should be considered for version 2.1. Therefore, we start to extract questions from the
first comment which is not posted by the issue reporter.

During the resolving process, developers might raise questions from the previous
comments instead of the description of issue reports. To ensure the extracted questions
are more related to the issue reports, we choose to use a conservative approach to filter
out questions raised from the replying comments. The subject issue tracking systems
support the feature of replying comments (i.e., start with the symbol of “>”), so we
can identify the replying comments by the feature. As illustrated in Fig 7, a question
(i.e., Why should there be different icons for the personal toolbar folders?) is raised
in a comment due to an early comment (i.e., As it has (slightly) different functionality,
should it not look a little different?). Hence, we exclude the extracted questions from
the replying comment.

3.3 Question Processing

After collecting the raised questions from the comments, we apply general textual
preprocessing steps, such as tokenizing text, removing stop words and stemming
words. Tokenizing text is to obtain a sequence of strings that do not contain delimiters (e.g., white space and punctuation symbols). Stop words are the non-descriptive words like “a”, “is”, “was”, and “the” (Venkatesh et al., 2016). The stemming step aims to normalize the words to their ground forms (Tian et al., 2016). For instance, the stemmed version of “working” and “worked” is the same with “work”. We apply the Porter stemming algorithm as previous studies (Jones, 1997; Tian et al., 2016; Venkatesh et al., 2016).

4 RQ1: What type of questions are asked by developers?

4.1 Motivation

Studying the most frequently asked questions helps us to better understand the information that developers need when resolving issues. Prior work have studied 600 issue reports to catalog the types of questions that are asked in issue reports (Breu et al., 2010). Since our goal is to study the impact of questions raised on the issue resolution process, we expand this investigation using a larger scale of issue reports and additional systems (i.e., Linux). To answer this question, we first present our approach to extract topics from questions and then discuss the extracted topics. Details are described in the subsections.

4.2 Experiment Setup

Differently from prior research Breu et al. (2010) that use a qualitative approach to analyze question types, we apply Latent Dirichlet Allocation (LDA) (Blei et al., 2003) to summarize the topics within raised questions. LDA is a statistical model that is widely used for topic extraction in the literature of software engineering. LDA uses a list of documents as its input. In our case, the input consists of a list of raised questions—if an issue report contains more than one question, all questions are treated as a single document. The output of LDA is the distribution probability of each extracted topic in each document.

We follow the standard natural language processing steps (see Section 3.3) to pre-process each document. Specifically, we remove stop words from each document and do the stemming to normalize the document.

LDA Parameter Setting

We run with 1,000 Gibbs sampling iterations by following the guideline from previous work (Griffiths and Steyvers, 2004), and set the number of keywords for each topic to be 20. The number of topics (we denote it by K) impacts the quality of the topics extracted by LDA (Arun et al., 2010; Cao et al., 2009; Deveaud et al., 2014; Griffiths and Steyvers, 2004; Ponweiser, 2012). To find the optimal number of topics (we denote by K), we compute the following three metrics:
– *Arun*2010 ([Arun et al.](#)), that is computed based on two matrices (i.e., Topic-Word and Document-Topics), which are generated from LDA. The lower value, the better.

– *CaoJuan*2009 ([Cao et al.](#)) that calculates the cosine distance of topics. The minimum value of *CaoJuan*2009 indicates that the corresponding K is the optimal number of topics.

– *Griffiths*2004 ([Griffiths and Steyvers](#), [Ponweiser](#)) that is computed based on an estimate multinomial distribution of K topics to words in the corpus. The maximum value of *Griffiths*2004 indicates that the corresponding K is the optimal number of topics.

We apply the *FindTopicsNumber* function from R package *ldatuning* by varying K from 2 to 500. As the *FindTopicsNumber* function takes a very long time to finish for a large dataset, we apply it on a statistically representative sample of 2,368 issue reports. We use the Sample Size Calculator [6](#) to find out our statistically representative sample (i.e., 2,368 issue reports) of our population (i.e., 154,493 issue reports) with a confidence level of 95% and a confidence interval of 2%. The Equations [1](#) and [2](#) demonstrate how to compute a representative sample size.

\[
ss = \frac{Z^2 \cdot (p) \cdot (1-p)}{c^2}
\]  

(1)

Where \(Z = 1.96\) for a 95% confidence level, \(p\) is the chosen percentage (.5 should be used for the worst case scenario), and \(c = 0.02\) is the confidence interval. The output value of Equation [1] (i.e., 2,401) should be adjusted to the entire population by using Equation [2].

\[
adj(ss) = \frac{ss}{1 + \frac{ss-1}{pop}}
\]  

(2)

Where \(ss = 2,401\), and \(pop = 154,493\). The output of Equation [2] is 2,364. Our sample of issue reports was randomly selected from our 154,493 issue reports that contain raised questions. Since our sample is statistically representative, the distribution of topics in the 2,368 issue reports can represent the distribution of topics in the 154,493 issue reports. Therefore, the number of topics obtained from a statistically representative sample can represent the number of topics obtained from the 154,493 issue reports. The optimal number of topics suggested by the three metrics *Arun*2010, *CaoJuan*2009, and *Griffiths*2004 are 107, 162, and 182, respectively. Accordingly, we set the number of topics as 150 in our experiment that is close to the three suggested Ks.

**LDA Topic Labelling**

Each LDA topic is represented by a vector of 20 words. To better understand the meaning of each topic, we asked four graduate students to manually label each topic.
Table 2: The distribution of topics in the issue reports for three subject systems. The topics in bold-face are the topics that are common in all studied systems.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Linux</th>
<th>Firefox</th>
<th>Eclipse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index</td>
<td>37,417</td>
<td>30,576</td>
<td>37,417</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>20.58%</td>
<td>14.41%</td>
<td>4.68%</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>20.51%</td>
<td>6.58%</td>
<td>3.25%</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>15.67%</td>
<td>4.36%</td>
<td>3.07%</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>800(6.72%)</td>
<td>2,652(4.36%)</td>
<td>800(6.72%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>2,452(20.58%)</td>
<td>8,776(14.41%)</td>
<td>4,750(4.68%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>2,443(20.51%)</td>
<td>4,005(6.58%)</td>
<td>3,299(3.25%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>1,867(15.67%)</td>
<td>2,652(4.36%)</td>
<td>3,109(3.07%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>1,457(2.39%)</td>
<td>1,055(1.73%)</td>
<td>1,246(2.05%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>800(6.72%)</td>
<td>1,055(1.73%)</td>
<td>1,246(2.05%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>123(0.85%)</td>
<td>1,699(1.68%)</td>
<td>985(1.62%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>101(0.85%)</td>
<td>1,636(1.61%)</td>
<td>985(1.62%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>96(0.81%)</td>
<td>1,699(1.68%)</td>
<td>922(1.51%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>96(0.81%)</td>
<td>1,699(1.68%)</td>
<td>922(1.51%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>96(0.81%)</td>
<td>1,699(1.68%)</td>
<td>922(1.51%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>72(0.60%)</td>
<td>1,582(1.56%)</td>
<td>871(1.43%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>70(0.59%)</td>
<td>1,582(1.56%)</td>
<td>871(1.43%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>72(0.59%)</td>
<td>1,582(1.56%)</td>
<td>871(1.43%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>69(0.58%)</td>
<td>1,194(1.18%)</td>
<td>781(1.28%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>65(0.55%)</td>
<td>677(1.11%)</td>
<td>657(1.10%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>59(0.50%)</td>
<td>677(1.11%)</td>
<td>657(1.10%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>59(0.50%)</td>
<td>677(1.11%)</td>
<td>657(1.10%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>59(0.50%)</td>
<td>677(1.11%)</td>
<td>657(1.10%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>59(0.50%)</td>
<td>677(1.11%)</td>
<td>657(1.10%)</td>
</tr>
<tr>
<td>Index (9/17/69)</td>
<td>59(0.50%)</td>
<td>677(1.11%)</td>
<td>657(1.10%)</td>
</tr>
<tr>
<td>Labeled Topics (9/17/69)</td>
<td>59(0.50%)</td>
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based on its keywords (Barua et al., 2014). The four students independently assign labels. The four graduate students all study in computer science. One of them is a 3rd year Ph.D. student, the rest of them are master students. Moreover, three of them have at least four years of working experience. When different labels are assigned to the same topic, a discussion is conducted until a consensus is reached.

As the space of the paper is limited, we only present the 20 most frequent topics for each system in Table 2. For each topic, the frequency is computed as the number of issue reports that contain questions associated with the topic. We consider that an issue report (i.e., a document) is associated with topics, if the corresponding topics are assigned the highest score by LDA in the document.

4.3 Results

In Linux, three topics, i.e., Configuration, Driver and Commits, appear in more than a half (i.e., 56.76%) of all issue reports. The topic, Configuration, refers to questions raised by developers to clarify the hardware and/or software configuration of the machine of issue reporters. For instance, questions related to Driver are raised to clarify the detailed information of drivers for the reported issue. Questions associated with Commits are asked to find out which commit introduces the issue. We think that at least two types of questions (i.e., Configuration and Driver) can be reduced or even avoided by developing a tool to automatically collect the configuration and driver information for issue reporters.

In Firefox, the most frequently occurring topic is the Safe mode, which appears in 14.41% of all issue reports. Firefox has a large number of add-ons. In the safe mode of Firefox, all add-ons are disabled. When an issue is reported to Firefox, developers need to ensure that the issue is caused by bugs of Firefox not by bugs of add-ons. Therefore, developers usually ask issue reporters if Firefox is in the safe mode. To avoid such types of questions, we suggest issue reporters to reproduce the issue in the safe mode and explicitly mentions the usage of the safe mode in the description.

In Eclipse, there is no topic clearly occurring more frequently than others. As shown in Table 2, the 20 most frequent topics only cover 36.90% of the population. One reason may be that Eclipse project is embedded with multiple plug-in components. The reported issues can be caused by various reasons from different plug-in components and developers of different plug-in components have different focuses of the needed information in the issue resolving process. It may be difficult to provide a universal solution to reduce or avoid questions raised in the Eclipse issue reports.

As a summary, the majority of the 20 most popular topics vary across systems. The list of the 20 most frequent topics in each system is shown in Table 2. The coverage of the 20 most frequent topics also varies across systems. For instance, the 20 topics appear in 76.99%, 50.21%, and 36.90% of issue reports in Linux, Firefox, and Eclipse, respectively. The difference may be due to the characteristics of the three systems. In Linux, developers deal with the kernel of an operating system to support different hardware/drivers and various configurations. In Firefox, developers maintain a widely used browser that is enhanced by many add-ons, and issue reports can be created
against bugs of Firefox or its add-ons. In Eclipse, there are many subprojects that do not overlap too much with each other.

**Among the 20 topics, there are only four common topics across systems.**

The four common topics are *Current status, Final resolution, Operating system,* and *Reproduce steps.* The topic *Current status* refers to questions that are raised by developers to check the current status of an issue report. The resolution of an issue report may be delayed for a long period (Zhang et al., 2012b), then developers lose track of the issue report. The topic *Final resolution* refers to questions that clarify the final decision made on issue reports, and it happens when developers cannot reach a consensus. This type of question is likely to be reduced or avoided if all involved developers decide to solve the issue only after the issue is fully discussed. Questions related to topics *Reproduce steps* and *Operating system* are generally essential to clarify the detailed steps and the environment to reproduce an issue. Issue reporters should try their best to provide as many details as possible on the reproduce steps and the environment.

From the results of the LDA modeling, the common topics of the questions raised from the issue reports are *Current status, Final resolution, Operating system,* and *Reproduce steps* among the three subject systems. However, the majority of raised questions are specific to each system.

5 RQ2: Are issue reports with raised questions different from issue reports without raised questions?

5.1 Motivation

There exist a considerable number of issue reports containing raised questions over the issue resolution process. As shown in Table 1, questions are raised in 47.04%, 39.38%, and 24.87% of issue reports in Linux, Firefox, and Eclipse, respectively. Given that we observe such high proportions of issue reports containing questions raised, we empirically study whether issue reports containing raised questions have different characteristics when compared to issue reports without questions. It is intuitive to think that raised questions increase the time to resolve issue reports. However, it is still important to study how large is the difference in magnitude of such a resolution time. Scientifically investigating intuitive claims in software engineering is important, since much of the common wisdom is quoted without scientific evidence (Bettenburg et al., 2008a).

On the other hand, if the time to resolve issue reports with raised questions is indeed significantly larger, more research and tools should be invested to address why such questions are asked in the first place (e.g., a reporter did not provide any feedback to the developer regarding whether an issue was fixed). Then, the missing information should be provided from the start.

Our work quantitatively investigates a large scale of issue reports to understand the differences of issue reports with raised questions. To answer this question, we
describe the metrics that we use to compare our issue reports and the null hypothesis. Finally, we discuss our findings on the differences between issue reports with raised questions and issue reports without questions. Details are described in the following subsections.

5.2 Experiment Setup

In our experiment, we quantitatively measure the characteristics of issue reports with raised questions in terms of four metrics.

– *The time elapsed* is the duration between the time when an issue report is responded by the developers (e.g., posting comments or modifying some fields of an issue report) and the time when the issue is resolved.

– *The number of developers* is the count of developers that are involved in the issue resolving process.

– *The number of comments* is the count of comments that are posted by the issue reporter or developers during the issue resolving process.

– *The number of assignments* counts the number of assignment/reassignments of developers of an issue report.

The smaller the value of the aforementioned metrics, the more efficient is the issue resolving process. Smaller values indicate that an issue is resolved quicker, involves fewer developers, derives fewer comments, and is assigned to the appropriate developer with fewer iterations.

Null Hypothesis

We divide issue reports into two groups for each system. The first group (as a control group) contains all issue reports that do not have questions raised during the issue resolving process. The second group (as a treatment group) contains all remaining issue reports that have questions. For each of the four aforementioned metrics, we test the following null hypothesis:

\[ H_0 \]: There is no difference in the distribution of the values of the metric between the issue reports without and with raised questions.

To test the null hypothesis, we apply the Mann-Whitney U test [Sheskin 2003] with the 95% confidence level (i.e., \( p \)-value < 0.05). The Mann-Whitney U test is also known as the Wilcoxon rank sum test, which is a statistical method that does not have assumptions about the distribution of two assessed variables, i.e., the values of the assessed metric. If there is a statistically significant difference, i.e., \( p \)-value <0.05, we reject the null hypothesis and conclude that the distribution of the values of the corresponding metric is significantly different between the issue reports with and without questions.

After applying the Wilcoxon rank test, we apply the Cliff’s Delta effect-size measure [Cliff 1993]. Cliff’s delta is a non-parametric effect-size measure to verify the difference in magnitude of one distribution compared to another distribution. The higher the value of the Cliff’s delta, the greater the difference of values between
Linux-Bug 915:
Can you attach your .config?
Roger Luethi [2003-07-14 11:50:20 UTC]:
Created attachment-527
Ok, I've duplicated this now, I'll work on it...

Linux-Bug 9147:
Erik Boritsch [2007-12-01 16:44:03 UTC]:
The bug is still there with CONFIG_ACPI_EC
is not set. Any other ideas?
Sebastien Caille [2007-12-05 15:16:34 UTC]:
I tried to dump /proc/interrupts every 5 sec-
onds. ... Something is definitely triggering the
irq1 when acpi=on...
Daniele C. [2007-12-05 15:44:15 UTC]:
...maybe i8042 multiplexer is triggering a wrong
IRQ.

Fig. 8: Examples of raised questions

distributions. For example, if we observe a significant \( p \) value, but a negligible effect-
size, we consider that the observed difference between distributions is not significant.
We use the thresholds provided by [Romano et al. (2006)] to interpret the effect-
size measures. The thresholds are defined as follows: \( \delta < 0.147 \) (negligible),
\( \delta < 0.33 \) (small), \( \delta < 0.474 \) (medium), and \( \delta \geq 0.474 \) (large).

5.3 Results

The elapsed time of issue reports with raised questions is significantly larger than
the elapsed time of issue reports without questions. Figure 9 shows the distribution
of each metric in two groups, i.e., issue reports with questions (WQ) and issue reports
with no questions (NQ). The result of Mann-Whitney U test shows that there exists a
statistically significant difference between the issue reports with questions and without
questions (i.e., \( p \)-value<0.05) in the elapsed time.

We reject the null hypothesis \( H_0 \) for this metric. Additionally, we observe that the
group with questions has a longer elapsed time by comparing with the other group
(i.e., control group). In fact, our effect-size measures indicate that the difference in
the elapsed time between WQ and NQ is medium in all studied systems. This further
indicates that the difference in the elapsed time is significant.

The result suggests that issue reports with questions may contain non-negligible
waiting periods. There could be also an extra time to re-investigate the issue given
the new information provided in the answers. For instance, an issue report of Linux
(i.e., Linux-Bug 915 in Fig. 8) shows that the assignee of the issue report named
Greg requested the configuration file from the reporter, and the reporter provided
the requested file after about two days. Then, the assignee reproduced the issue with
Fig. 9: The distribution of the metrics for issue reports without and with questions (NQ: Issues reports that have no questions; WQ: Issue reports With Questions). We show the value of metrics by log scale based on 2.
the newly attached configuration file after another day. If the configuration file was provided at the creation time, three days could have been saved in the resolving time of this issue report.

**Issue reports with raised questions have more developers involved and more comments.** The results of the Mann-Whitney U test show that the issue reports with questions have significantly more developers involved and comments (i.e., $p$-value < 0.05) in the three subject projects. Indeed, we observe a large effect-size difference for both number of developers and comments in all studied systems.

If a developer cannot address the issue report by her/himself, s/he may ask questions that involve other developers to answer. For instance, in Linux-bug 9147 (Fig. 8), a developer encountered an unexpected issue that the bug still exists with a specific configuration, therefore he or she asked help from other developers who may be in charge of the particular module. The answer from the second developer further triggers the discussion with the third developer.

**Issue reports with raised questions have a higher rate of reassignments.** The results of the Mann-Whitney U test show that the issue reports with raised questions have more reassignments than the issue reports without raised questions (i.e., $p$-value < 0.05). After analyzing the effect-sizes, we observe that the difference in reassignments is small in the Linux and Eclipse systems. Nonetheless, we observe a negligible effect-size in the Firefox project, which indicates that the number of reassignments is not significantly different between issue reports with questions and without questions in Firefox.

An assignee may raise questions if she or he does not have the time to fix the issue or cannot fix the issue (an example happened in Eclipse-bug 10025: *would you be able to fix this up?*), or another developer could be involved to make a decision on the issue report (an example happened in Eclipse-bug 123976: *Shouldn’t this be resolved as invalid instead of fixed?*). In such cases, issue reports could be reassigned. The negligible difference observed in Firefox, might indicate that Firefox has an effective triaging process. However, more analyses should be performed to confirm this speculation.

Short summary of the results:

**Issue reports with raised questions have a larger elapsed time and a higher number of developers, comments, and reassignments. These results suggest the importance of identifying why questions are raised in the first place and to check whether they could be avoided to speed up the issue resolving process.**

6 RQ3: Is the occurrence of questions predictable?

6.1 Motivation

The results of RQ2 (see Section 5) show that issue reports with raised questions have a larger elapsed time, more developers involved, and a higher number of comments when compared to issue reports without questions. Given these observations, we investigate
whether we can predict the occurrence of questions using only the information that is available at the creation time of the issue reports. This is important to provide both developers and reporters an early warning about whether a newly report issue will trigger questions. For example, such early warnings could inform reporters that they should be responsive to developers in case they want the issues to be resolved quickly.

To answer this question, we first describe the metrics that we use to build our prediction model. Then, we present our modeling techniques, performance measures and comparison. Finally, we discuss the predictive power of our influential metrics.

6.2 Experiment Setup

To address RQ3, we build prediction models. The dependent variable $Y$ of our models (i.e., the output of our predictions) is whether an issue report will have raised questions. We code our dependent variable as $Y = 1$ if an issue report has raised questions and $Y = 0$ otherwise. We extract several metrics to be used as inputs for our models (i.e., independent variables). Finally, we validate our models using a 10-fold cross validation approach. We provide more details about each of these steps below.

1) Independent Variables. To better describe the features and the attributes of an issue report, we extract metrics from issue reports by four perspectives: the textual factors, the characteristic factors, the supportive factors and the historical factors. In total, we extract 13 metrics from issue reports.

a. Textual factors that are extracted directly from the textual data (e.g., the description and title of an issue report). We collect the following three metrics.

- **Length of the Title** is defined as the number of words contained in the title of an issue report. A longer title is more likely to provide sufficient information about the issue, and thus developers may raise fewer questions.

- **Length of the Description** is the number of words in the description field of the issue report. Similar to the title, a longer description is likely to provide more elaborate information about the issue.

- **Readability** is the Coleman-Liau index (CLI) [McCallum and Peterson, 1982] of the issue description, which has been applied in the evaluation of issue reports [Hooimeijer and Weimer, 2007]. The CLI reveals how difficult to understand the text, and it is calculated as $CLI = 0.0588 × L − 0.296 × S − 15.8$, where $L$ is the average number of the characters per 100 words, and $S$ is the average number of sentences per 100 words. A lower readability is more likely to make developers confused and ask questions.

b. Characteristic factors that are extracted from the meta-data of an issue report (e.g., the importance and the complexity of a reported issue). We compute the following five metrics.

- **Is Regressive** is a boolean variable that indicates whether the issue report was reported and fixed before and reoccurs. Developers are more likely to raise more questions on the issues that have the regressive property.
Severity describes the severity of an issue report, and ranges from 1 to 5 (i.e., “enhancement” to “blocking”) in Linux, and from 1 to 7 (i.e., “enhancement” to “blocker”) in both Firefox and Eclipse.

Priority captures the priority of an issue report, and ranges from 1 (low priority) to 5 (high priority).

Is Blocking is a boolean variable that indicates whether the issue must be addressed before addressing the issues that are listed in the “Blocks” field.

Is Dependent is a boolean variable that indicates whether another issue must be addressed before addressing the reported issue.

c. Supportive factors that are extracted from the information used to assist developers to reproduce and resolve the reported issue. We calculate the following three metrics.

Has steps to reproduce is a boolean variable that indicates whether an issue report describes the steps to reproduce the reported issue. We identify whether an issue report includes the steps to reproduce by searching the keywords "steps", "reproduce", and "steps to reproduce" in the description of the issue report. Developers are more likely to ask questions about how to reproduce the issue, if details of the reproduce steps are missing in the issue report.

The number of attachments counts the attachments that include the patches and the testing case for the issue report.

The number of CCs is the number of unique developers contained in the carbon-copy (CC) list of the issue report. We retrieve the history of activities in each issue report to use only the CCs that are provided at the issue reporting time. Hence, our model does not rely on the updated CCs that are later provided by developers. A developer listed in the CC field will get informed if there is a change in the issue report. More developers included in the CC list indicate a higher chance of interactions among developers in the early stages of an issue report.

d. Historical factors that are computed based on the history of the reporter that happened before the creation time. We compute the following two metrics.

Reputation of the reporter is a float value to describe the reputation of the issue reporter. We compute the reputation of a reporter as the proportion of issue reports that are previously filed by the reporter and get fixed in the end (Guo et al., 2010b; Hooimeijer and Weimer, 2007): \[ \text{reputation} = \frac{|\text{opened} \cap \text{fixed}|}{|\text{opened}|+1} \]. Note that 1 is added to the denominator in case a reporter did not report any issues in the past.

The rate of rejected issues previously reported. Issue reports can be rejected as different resolutions, e.g., Worksforme, Duplicate, Invalid and so on. There are nine, seven and six types of resolutions for rejecting issue reports in Linux, Firefox, and Eclipse respectively. To better describe the experience of developers, we use a list of float values to indicate the rate of different types of rejected issue reports previous reported by the reporter. We use \( T_i \) to denote the \( i^{th} \) type of rejected

---

8 https://bugzilla.kernel.org/query.cgi?format=advanced
9 https://bugzilla.mozilla.org/query.cgi?query_format=advanced
10 https://bugs.eclipse.org/bugs/query.cgi?format=advanced
Fig. 10: The Spearman correlation analysis for Linux. The dotted red line indicates the threshold value of 0.7. We show only the correlation analysis for Linux for the sake of brevity, since the analyses for Firefox and Eclipse obtain a similar behaviour (i.e., none of the metrics are correlated).

resolution (i.e., \(i = 1\) to 9 in Linux, 1 to 7 in Firefox and 1 to 6 in Eclipse), and calculate \(rate_{\text{reporter}}^{T_i}\) as \(rate_{\text{reporter}}^{T_i} = \frac{|opened \cap T_i|}{|opened| + 1}\).

2) Metric computation. The values of all aforementioned metrics are collected using only the information that is available at the creation time of issue reports. Therefore, we can apply these metrics to predict the chance of having questions raised at the creation time of an issue report. For the fields (e.g., severity, the number of CC) whose values may be changed during the issue resolving process, we trace back to the initial value that is filled in the creation time of an issue report.

3) Metric selection. The existing highly correlated factors can lead to overfitting of a model (Wikipedia, 2017). To analyze correlation, we calculate the Spearman rank correlation for our metrics to test whether there is any highly correlated pair of metrics. We apply the variable clustering technique (i.e., R function \texttt{varclus}) to see the correlation coefficient \(\rho\). If the correlation coefficient of a pair of metrics is higher or equal to 0.7 (McIntosh et al., 2015; Rakha et al., 2015; Strobl et al., 2008), we consider the pair of metrics is highly correlated and pick only one of them. Fig. [10] depicts the Spearman rank correlation of the metrics in Linux as an example. The analyses for Firefox and Eclipse presented a similar behaviour, i.e., no correlation between metrics above 0.7. As there is no any pair of metrics that has the correlation coefficient value greater or equal than 0.7, we do not exclude any metrics in Linux, Firefox, and Eclipse.
Prediction Model

To build a better prediction model, we experiment with three different prediction models (Rahman and Devanbu, 2013), i.e., random forest, logistic regression and Naïve Bayes. Logistic regression is a generalized linear model which is a pretty well-behaved classification algorithm that can be trained as long as the features are expected to be roughly linear (Dayton, 1992; Hilbe, 2009). Unlike logistic regression, the random forest is an ensemble learning model and does not expect linear features or even features that interact linearly (Kamei et al., 2010; Liaw and Wiener, 2002). Naïve Bayes is a simple probabilistic classifier, which applies Bayes’ theorem with the assumption of independence between every pair of features (Domingos and Pazzani, 1996; Rish, 2001).

Model Performance

To evaluate the performance of the prediction model, we use precision, recall, accuracy, and F-measure, which are explained below.

- **Precision** (precision) is defined as the proportion of the issue reports that are predicted as having questions and truly have questions (Davis and Goadrich, 2006; Powers, 2011): \( \text{precision} = \frac{TP}{TP + FP} \).

- **Recall** (recall) measures the completeness of a prediction model. A model is considered as more complete if more issue reports with questions could be captured (Davis and Goadrich, 2006; Powers, 2011): \( \text{recall} = \frac{TP}{TP + FN} \).

- **F-Measure** (F-measure) is the harmonic mean to describe both precision and recall measures in a single value (Rahman and Devanbu, 2013): \( \text{F-measure} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \).

- **Accuracy** (accuracy) calculates the percentages of the correct prediction (Rahman and Devanbu, 2013): \( \text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \).

- **Area Under Curve** (AUC) gives us an overview of the ability of the prediction model. AUC is the area under the curve plotting the true positive rate against the false positive rate. The AUC value could be ranged from 0.5 (worst, i.e., random guessing) to 1 (best, i.e., all targets could be captured by the prediction model).

Model Validation & Comparison

To obtain a reliable performance measure, we apply ten times of 10-fold cross-validation. In the 10-fold cross-validation, the data is equally divided into 10 parts. In each fold, the 9 parts are used to train the model and the remaining part is used to test the model. To compare the performance of our selected prediction models, we apply the Scott-Knott effect size clustering (SK-ESD) (Tantithamthavorn et al., 2015) on the results of the ten times cross-validation. The Scott-Knott effect size clustering ranks the performance based on the effect size of their differences. We use the R package ScottKnottESD for the comparison.
Table 3: The median value of performance measures of our models in the three studied systems. The values shown in the table refer to the prediction of the positive class, i.e., issue reports that received questions ($Y = 1$). Bold font highlights the performance of the best model in each system.

<table>
<thead>
<tr>
<th>Model</th>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Accuracy</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random forest</td>
<td>Linux</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.72</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Firefox</td>
<td>0.52</td>
<td>0.57</td>
<td>0.54</td>
<td>0.62</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Eclipse</td>
<td>0.37</td>
<td>0.66</td>
<td>0.47</td>
<td>0.63</td>
<td>0.70</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>Linux</td>
<td>0.71</td>
<td>0.62</td>
<td>0.66</td>
<td>0.70</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Firefox</td>
<td>0.53</td>
<td>0.52</td>
<td>0.53</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Eclipse</td>
<td>0.37</td>
<td>0.55</td>
<td>0.44</td>
<td>0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>Linux</td>
<td>0.68</td>
<td>0.49</td>
<td>0.57</td>
<td>0.65</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Firefox</td>
<td>0.50</td>
<td>0.38</td>
<td>0.42</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Eclipse</td>
<td>0.36</td>
<td>0.39</td>
<td>0.38</td>
<td>0.68</td>
<td>0.63</td>
</tr>
<tr>
<td>Random guessing</td>
<td>Linux</td>
<td>0.47</td>
<td>0.50</td>
<td>0.48</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Firefox</td>
<td>0.39</td>
<td>0.50</td>
<td>0.44</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Eclipse</td>
<td>0.25</td>
<td>0.50</td>
<td>0.33</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>

6.3 Results

It is feasible to predict the occurrence of questions solely based on the information that is available at the creation time of the issue reports. Table 3 shows the precision, recall, F-Measure, accuracy, and AUC of our prediction models. For instance, the random forest model achieves the AUC values at 0.78 in Linux, 0.65 in Firefox, and 0.70 in Eclipse, significantly outperforming the random guessing with a large margin (i.e., from 0.15 to 0.28). The random forest model generally performs the best in our selected models in terms of F-measure and the AUC value. The result of the SK-ESD shows that the AUC value achieved by the random forest model is statistically significantly higher than the logistic regression model and Naïve Bayes model, except in Firefox where the logistic regression model achieves the similar performance than the random forest model (i.e., both with a median AUC of 0.65).

During the issue resolving process, additional information (e.g., discussions among developers) can be collected as developers progress. The additional information that can be collected at a later stage of the issue resolving process is likely to improve the performance of the model in predicting the raising questions. However, since our goal is to give developers an early warning when a new issue report is created, it is worth mentioning that our model is purposely built under a difficult setting (i.e., all metrics are collected using only the information available at the creation time, and any other information that can be collected at a later stage of the issue resolving process is not used). As a summary, we conclude that it is feasible to predict the occurrence of questions for newly created issue reports, especially in Linux and Eclipse.

Influential Factors

To find the influential factors, we apply the permutation test technique (Strobl et al., 2008). Specifically, each metric is randomly permuted and a model is built with the
Table 4: The five important metrics in the random forest models. The metrics are clustered and ranked using Scott-Knott effect size clustering.

<table>
<thead>
<tr>
<th>ITS</th>
<th>Rank</th>
<th>Metric</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux</td>
<td>1</td>
<td>Number of CCs</td>
<td>0.1048</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Priority</td>
<td>0.0151</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Readability</td>
<td>0.0114</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Number of attachments</td>
<td>0.0108</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Description length</td>
<td>0.0076</td>
</tr>
<tr>
<td>Firefox</td>
<td>1</td>
<td>Number of CCs</td>
<td>0.0419</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Severity</td>
<td>0.0076</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Reputation</td>
<td>0.0069</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Rate of DUPLICATE</td>
<td>0.0059</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Description length</td>
<td>0.0058</td>
</tr>
<tr>
<td>Eclipse</td>
<td>1</td>
<td>Number of CCs</td>
<td>0.0255</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Reputation</td>
<td>0.0255</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Description length</td>
<td>0.0173</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Rate of DUPLICATE</td>
<td>0.0151</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Rate of WORKSFORME</td>
<td>0.0114</td>
</tr>
</tbody>
</table>

permuted metric. We use the importance R function from the RandomForest package to conduct the permutation test. Next, we apply the Scott-Knott effect size clustering (SK-ESD) [Tantithamthavorn et al., 2015] to group the importance scores of the metrics. If there is no significant difference in the importance scores between metrics, those metrics are considered as having the same rank.

The number of carbon-copy(CC) is the most influential factor in all three subject systems. Table 4 shows the average importance value of all the top five influential metrics based on the results of Scott-Knott effect size clustering. We observe that the number of CCs is the most important metric in our three studied systems. A long CC list may indicate that the issue reporter intentionally involves more developers in the issue report. From one perspective, the involvement of more developers is likely to trigger questions. However, a short CC list may also trigger questions by developers who notice the issue report later. Figure 11 shows an example of this situation in the Linux-32 issue report. In Comment-2 (4 days after the issue was reported), the developer Luke-Jr adds himself in the CC list and asks whether someone else is already working on the issue. In Comment-3 (after one day), the developer Khoa mentions that James (another developer) could be willing to tackle the issue report based on his list of maintainers.

It would be useful if ITSs could provide suggestions for reporters about whom they should add in the CC list. Had Luke-JR, Khoa, and James been listed from the start, the developers could have saved 5 days. These CC-list suggestions could be based on the statistics of the ITSs or on data provided by developers themselves (e.g., the list of maintainers kept by Khoa in Comment-3 of Figure 11). In any case, reporters should provide a detailed description. This may not prevent all questions raised during the discussion, but at least can avoid questions raised against the issue description.

Moreover, each studied system obtains a different important metric in the second rank. The second most important metrics in Linux, Firefox, and Eclipse, are priority, severity, and reputation, respectively. The priority and severity metrics denote
Fig. 11: Additional question by a developer who noticed the issue report later (Linux-32 report).

Fig. 12: The issue report Firefox-886686 was closed due to the lack of response from the reporter.

the importance level of a given issue report. This level of importance is strongly associated with the likelihood of raising questions in issue reports (in the Linux and Firefox projects). If a reporter is aware that his/her reported issue has a high priority or severity, s/he should try the best to be responsive to the questions of developers. Figure 12 shows an example of a high priority and severity (i.e., P1 critical) issue report that was resolved as INCOMPLETE due to the lack of response from the reporter. In Comment-1, the developer (Cork) asked for clarification in the same day that the issue was reported. After two months, in Comment-2, the issue was closed due to the lack of response. If the reporter had provided feedback sooner, the report could have been closed much earlier.

On the other hand, reputation is the second most important metric in Eclipse. A reporter with a high reputation may know how to better write an issue report, which implies that less questions are asked in such reports. Another explanation is that reporters with a high reputation may gain the trust of developers, which lead to less questions asked, whereas a lower reputation may lead developers to ask more questions. Issue reporters should actively work to build a good reputation within the project. For example, reporters should actively answer the questions of developers, participate in the discussions of other issue reports, and report high quality issue reports.

11 https://www.mediawiki.org/wiki/Bugzilla/Fields#Importance
Fig. 13: The reporter of Eclipse-434846 has a high reputation of 0.94 in our data. He provided a contribution to the project when reporting his issue.

Another factor in play is whether the reporter can present a contribution to the project. Figure 13 shows an example of an issue report from Eclipse (Eclipse-434846 report) that was written by a high-reputable reporter (his reputation value is of 0.94 in our data). We observe that the reporter provided many details in the description of the issue report, while also providing a possible patch for the fix. In Comment-11, the developer Lars-Vogel explicitly thanked the reporter for his contributions. A similar dynamic was observed by Gousios et al. (Gousios et al., 2015) in which pull-requests are more likely to be accepted if they are submitted by contributors with a high reputation.

Finally, we observe that the description length is also a common important metric among the three studied systems. This result resonates with the intuition that the amount of detail provided in an issue report is likely to influence the number of questions raised in such a report. Reporters should write the description of their issues carefully and provide useful details—steps to reproduce, logs, error messages, operational system, hardware, and the reporter’s attempts to overcome the issue (if applied).

It is feasible to predict if future questions will likely be raised by developers in issue reports. We recommend reporters to try their best to write CC lists that involve the appropriate developers, build a strong reputation within the project, provide a detailed description in their issue reports, and provide feedback as quickly as possible.
7 Threats to validity

In this section, we discuss the threats to the validity to our study, by following Yin’s guidelines [Yin (2013)] of case study research.

**External Validity** concerns the threats to generalize our findings. Our three subject systems are representative open source systems that have a long history. As a result, our findings can reflect the current practice in open source community. Although our findings may not directly applicable to proprietary systems, our approach can be applied to any system with an issue tracking system to find the common types of questions, the impact of raising questions and the feasibility of predicting the occurrence of questions.

**Internal Validity** concerns the threats coming from the analysis methods and the selection of subject systems. The threat to our internal validity comes from the extraction of questions. Issue reports are free-form text, thus there exist different kinds of noise (i.e., link information, log information that contain question mark). To mitigate the noise, we manually examine the patterns from a sample set of issue reports. In addition, our text metrics may express different complexities despite their sizes, i.e., different people may describe the same problem using more or less words, or even more complex terms.

Another internal threat is that the extracted questions can be raised against a previously posted comment other than the description. We excluded the comments that are posted to explicitly reply a previous comment. However, it is worth adding more criteria to improve the accuracy of extracting questions.

**Conclusion validity** concerns the relationship between the treatment and the outcome. In our study, the elapsed time may be over-estimated, as the assignee might be working on other issues at the same time or is taking vacations for many days. Therefore, we also report three other metrics (i.e., the involved developers, the number of comments and the number of assignment) to measure the impact of raising questions on the issue resolving process. Our findings remain consistent across the four metrics. Nonetheless, it is helpful to obtain the ground truth by directly interviewing developers.

The raised questions may have positive effects. For example, the raised questions can make the issues resolved in a correct way, and cause fewer regressions or reopens. However, from a statistical comparison of our effort metrics between the control group (i.e., the issue reports do not have questions) and the treatment group (i.e., the issue reports containing questions), the issue reports containing questions generally have a larger elapsed time, number of developers, number of comments, and number of reassignments. Nevertheless, it is important to note that we cannot imply a causal relationship between the increased values of, for example, elapsed time and the act of asking questions in issue reports. For example, issue reports with raised questions may be more associated to feature requests rather than bugs, which could take more time to complete. Our goal is to measure the characteristics of issue reports with raised questions. This is important to be aware that questions are likely to be raised, so that users and developers can provide more information at the issue reporting time or act more quickly when a question is asked.
8 Related Work

In this section, we discuss the research related to our study. Since we study an aspect of the issue resolution process (i.e., the questions raised by developers), we first discuss the research related to the issue resolution phases (i.e., triaging, resolution, and integration). Later, we group the related work into two categories. The first category consists of studies about developer discussions in issue reports and studies on the characteristics of well written reports.

8.1 Issue Resolution Process

In recent years, much research has been devoted to the issue resolution process [Anbalagan and Vouk, 2009; Anvik et al., 2006; Bhattacharya and Neamtiu, 2011; Giger et al., 2010; Guo et al., 2010a; Herraiz et al., 2008; Hooimeijer and Weimer, 2007; Kim and Whitehead, 2006; Marks et al., 2011; Panjek, 2007; Saha et al., 2014; Wei et al., 2007; Zhang et al., 2012a, 2013]. First, one must decide whether an issue is worth resolving and which developer should be responsible of an issue report [Anvik et al., 2006]. This process is mostly known as issue triaging. Hooimeijer and Weimer (2007) built models to classify the cost of triaging an issue report (e.g., "cheap" or "expensive"). Kim and Whitehead (2006) studied the time required to resolve issues in the ArgoUML and PostgreSQL projects. Additional research has also been devoted to study the required time to resolve issue reports. For example, Wei et al. (2007) and Zhang et al. (2013) estimated the time to resolve an issue based on the similarity between two issue reports. Guo et al. (2010a) used logistic regression to study the likelihood that an issue report will be resolved. Guo et al. (2010a) obtained a precision of 0.68 and a recall of 0.64.

A closed issue report may also be re-opened if the solution for such an issue is deemed as unsatisfactory [Shihab et al., 2010; Xia et al., 2015; Zimmermann et al., 2012]. Shihab et al. (2010) studies the re-opened issues of the Eclipse project. The authors build prediction models based on several factors, such as the work habits (e.g., weekdays), the amount of time to fix an issue, and the experience of the issue assignee. Their prediction models achieve F-measures up to 0.71. Xia et al. (2015) further improve the models proposed by Shihab et al. (2010), achieving F-measures up to 0.86.

When resolving issue reports, developers may also find that some issue reports are very similar to other reports. Such similar issue reports are marked as duplicate reports [Bettenburg et al., 2008b; Rakha et al., 2016, 2017; Runeson et al., 2007; Sun et al., 2010, 2011]. Duplicate reports can be harmful, since developers will likely invest effort on them before noticing that they are duplicate. Rakha et al. (2016, 2017) investigate the needed effort to identify duplicate issue reports and propose an automatic approach to identify such duplicate reports.

Finally, recent studies have investigated the integration and deployment phases of resolved issues. Studies performed by da Costa et al. (2017a, b) investigate the required time to deliver resolved issues to end users. Morakot et al. (2015, 2017) studied the risk of delaying software releases posed by certain issue reports. Contrary to the
aforementioned studies, our work focuses on the characteristics of issues reports with raised questions.

8.2 Developer discussion in issue reports

There are few studies that investigate the questions raised by developers. For instance, Breu et al. (Breu et al., 2009, 2010) quantitatively and qualitatively analyze the questions raised by developers in 600 issue reports. They find that the active and constant participation of reporters is an important factor that affects the progress of resolving issues. Their work focuses on understanding the questions themselves, while we aim to study the characteristics of issue reports with raised questions and the feasibility to predict the occurrence of these questions. We also study a much larger scale of issue reports (i.e., 519,645 issue reports).

Sillito et al. (Sillito et al., 2006) study the questions raised by programmers during the software evolution tasks. They categorize 44 kinds of questions asked by programmers, and the questions are divided into four types (i.e., finding initial focus points, building on the points, understanding subgraph, and questioning over groups of subgraphs). Herbsleb and Kwanna (Herbsleb and Kwanna, 1993) investigate questions that are asked during the designing stage. Project requirements are the most concerned topics in the questions asked by designers. Different from these studies, our collected questions are raised in various stages of software maintenance tasks, such as issue triaging, issue resolving, code reviewing, and testing.

Erdem et al. (Erdem et al., 1998) investigate the questions raised by users, and develop a task model based on the questions. The task model could be applied in generating the explanation to questions from users. Comparing to their work, we highlight the characteristics of issue reports that contain questions during the issue resolving process, which are overlooked by their work (Erdem et al., 1998).

8.3 Characteristics of well-written reports

One of the reasons for raising questions in issue reports is to ask information that could have already been provided by reporters. Bettenburg et al. (Bettenburg et al., 2007, 2008a) conduct a survey on 466 developers and reporters of three systems (Apache, Eclipse and Mozilla). The authors investigate what are the characteristics of well-written reports. In addition, the authors propose CUEZILLA, a tool that recommends how reporters may improve the quality of their issue reports on the spot, based on information mined from the Issue Tracking System. Differently from prior work, our goal is to study the characteristics of issue reports with raised questions instead of studying and recommending the characteristics of a well-written report. Additionally, we study 519,645 issue reports, 154,493 containing raised questions, to quantitatively investigate the differences of issue reports with raised questions on the issue resolution process. Finally, we propose models (Random Forest, Logistic Regression, and Naïve Bayes) to predict whether an issue report will likely raise questions by using metrics that can be collected during the filing time of an issue report. Although Bettenburg
et al. (Bettenburg et al., 2008a) observe that developers give little importance to attributes such as severity and priority, our models show that these attributes are important in our Linux and Firefox models to predict the occurrence of questions.

Erfani Joorabchi et al. (Erfani Joorabchi et al., 2014) observe that 17% of their issue reports data consists of non-reproducible issue reports. The authors observe that such non-reproducible issue reports lead developers to spend a considerable time and effort on them. In our work, we observe that issue reports with raised questions take longer to be resolved. Herbold et al. (Herbold et al., 2011) indicate that the reproduction steps are the most important information in issue resolving, and introduce a non-intrusive GUI usage monitoring mechanism to support issue reproduction. Rohem et al. (Roehm et al., 2013) also provide a tool to monitor the interactions between users and their applications, which could help developers analyze the user interaction traces and derive steps to reproduce from the monitored interaction traces. We find that “Reproduce steps” is one of the common types of questions among our studied systems. Hence, we conjecture that the tools proposed by Herbold et al. (2011) and Roehm et al. (2013) may be applied to reduce the chances of raising questions to some extent.

9 Conclusion

When resolving issue reports, it is common for developers to ask questions to clarify the issue description. However, extra time is added to the issue resolving process, as developers need to wait for the response after raising questions. In this paper, we conduct an empirical study to understand the characteristics of issue reports with raised questions. We investigate three representative open source systems including Linux, Firefox and Eclipse. We observe that questions are raised in 47.04%, 39.38%, and 24.87% of all resolved issue reports in the Linux, Firefox, and Eclipse projects, respectively.

First, we apply the LDA to extract the topics of questions. We find that there are only four common topics of questions, including Current Status, Final resolution, Operating system and Reproduce steps in the three subject systems. In the three subject systems, the majority questions vary across systems. The topics identified by our approach can help developers understand the reasons behind the raised questions.

Second, we measure the characteristics of issue reports containing questions in terms of four measures: (i) the time elapsed for resolving an issue, (ii) the number of involved developers, (iii) the number of comments, and (iv) the number of assignments. We observe that issue reports with raised questions have significantly greater values in all of the four studied metrics. Therefore, it is important for the development team to understand why many questions are raised and provide the information in advance whenever possible.

Finally, we investigate the feasibility of predicting the occurrence of questions at the creation time of an issue report. We collect 13 metrics that are available at the creation time and experiment them with three prediction modeling techniques. We find that the random forest model achieves the best performance in terms of F-measure and the AUC values. In particular, our model achieves the AUC value of 0.78, 0.65, and
0.70 in the Linux, Firefox, and Eclipse projects, respectively. Therefore, we conclude that it is feasible to give developers and reporters an early warning of the issue reports that are likely to raise questions. The issue reporters and developers should pay more attention to the issue reports with a high chance of having questions raised. More importantly, we recommend developers to provide a full checklist or design a tool to automatically check if necessary information is missing in a newly created issue report. Also, ITSs could provide a feature that warns the involved people when a question (not an usual comment) was asked in the issue report. Another important improvement would be to indicate the developers who should be in the CC list from the start.

In the future, we plan to work closely with developers to design a rule-based tool to highlight the missing information in a newly created issue report, and integrate our prediction model to the issue tracking system. Moreover, we are interested in quantifying how much unnecessary questions can be reduced, and how much the efficiency of the issue resolving process can be improved by removing unnecessary questions.
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