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Abstract

High data-rate and high reliability are two long-term objectives in digital communications theory and practice. This thesis discusses new approaches enabling communications systems to have both high spectral efficiency and high reliability without the need of having channel state information in the transmitters.

This thesis introduces the concept and structure of linear dispersion codes (LDC). This thesis proposes and analyzes a class of rectangular information lossless linear dispersion codes, which is termed uniform linear dispersion codes (U-LDC) and can be used for 2-dimensional channels with a number of advantages.

This thesis proposes and analyzes linear dispersion coded orthogonal frequency division multiplexing (LDC-OFDM) and linear dispersion coded single carrier modulation division multiplexing (LDC-SCM) for jointly exploiting time and frequency diversity in time varying frequency selective channels. Both LDC-OFDM and LDC-SCM may be applied to both wireline and wireless communications. Lower complexity approaches, double linear transformation coded OFDM and linear transformation coded SCM, are also proposed.

This thesis proposes and analyzes high-rate diversity approaches over space, time, and frequency dimensions for MIMO-OFDM systems. The proposed coded systems
include linear dispersion space-time-frequency codes (LD-STFC), double linear dispersion space-time-frequency codes (DLD-STFC), and multiple-input multiple-output LDC-OFDM (MIMO-LDC-OFDM). This thesis introduces two diversity concepts for 3-dimensional codes: per dimension diversity order and per dimension symbol-wise diversity order, and provides a sufficient condition for DLD-STFC to achieve full symbol-wise diversity order in spite of the order of the two CDC stages. This thesis also investigates how much gain can be obtained using the combination of CDC and forward error correction (FEC) for STFC designs.

This thesis proposes coordinate-interleaving as a general principle for high-rate block-based space-time code design, i.e., space-time coordinate interleaving linear dispersion codes (ST-CILDC). This thesis shows that ST-CILDC maintains the same upper bound diversity order as the corresponding conventional ST-LDC, and ST-CILDC may double the statistical diversity order over the corresponding ST-LDC with high probability. ST-CILDC systems may show either almost doubled upper bound average diversity order or extra coding advantage in time varying channels.
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<td>linear dispersion space-time-frequency codes</td>
</tr>
<tr>
<td>DLD-STFC</td>
<td>double linear dispersion space-time-frequency codes</td>
</tr>
<tr>
<td>LS</td>
<td>least squares</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input multiple-output, which refers to multiple transmit multiple receive antenna based wireless communications systems</td>
</tr>
<tr>
<td>MLD</td>
<td>maximum-likelihood decoding</td>
</tr>
<tr>
<td>MCM</td>
<td>multicarrier modulation</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean-square error</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>OSTBC</td>
<td>orthogonal space time block codes</td>
</tr>
<tr>
<td>PAPR</td>
<td>peak-to-average power ratio</td>
</tr>
<tr>
<td>PEP</td>
<td>pairwise error probability</td>
</tr>
<tr>
<td>P/S</td>
<td>parallel-to-serial</td>
</tr>
<tr>
<td>QoS</td>
<td>quality of service</td>
</tr>
<tr>
<td>RS</td>
<td>Reed Solomon</td>
</tr>
<tr>
<td>SCM</td>
<td>single carrier modulation, which refers single carrier block communications in this thesis</td>
</tr>
<tr>
<td>SD</td>
<td>sphere decoding</td>
</tr>
<tr>
<td>SFC</td>
<td>space frequency codes</td>
</tr>
<tr>
<td>SINR</td>
<td>signal to interference plus noise ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>single-input single-output</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>S/P</td>
<td>serial-to-parallel</td>
</tr>
<tr>
<td>STC</td>
<td>space time codes</td>
</tr>
<tr>
<td>STFC</td>
<td>space-time-frequency codes</td>
</tr>
<tr>
<td>STTC</td>
<td>space time trellis codes</td>
</tr>
<tr>
<td>SVD</td>
<td>singular value decomposition</td>
</tr>
<tr>
<td>TDE</td>
<td>time-domain equalization</td>
</tr>
<tr>
<td>V-BLAST</td>
<td>vertical Bell laboratories layered space-time</td>
</tr>
<tr>
<td>ZF</td>
<td>zero-forcing</td>
</tr>
<tr>
<td>ZP</td>
<td>zero-padding</td>
</tr>
</tbody>
</table>
## List of Important Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C^{A \times B}$</td>
<td>A complex matrix with dimensions $A \times B$</td>
</tr>
<tr>
<td>$\delta (x)$</td>
<td>Kronecker delta</td>
</tr>
<tr>
<td>$\text{det}(\cdot)$</td>
<td>Determinant of a matrix</td>
</tr>
<tr>
<td>$\text{diag}(\mathbf{x})$</td>
<td>Diagonal matrix with diagonal entries given by $\mathbf{x}$</td>
</tr>
<tr>
<td>$\mathbb{E}{\cdot}$</td>
<td>Expectation of random variable or matrix</td>
</tr>
<tr>
<td>$\mathbb{E}_\alpha {\cdot}$</td>
<td>Expectation of random variable or matrix conditioned on $\alpha$</td>
</tr>
<tr>
<td>$\exp (\cdot)$</td>
<td>Exponential function</td>
</tr>
<tr>
<td>$\mathbf{F}_M$</td>
<td>Denote the discrete Fourier transform (DFT) matrix representing the $M$-point FFT with elements, $[\mathbf{F}<em>M]</em>{a,b} = \left(1/\sqrt{M}\right) \exp (-j2\pi(a-1)(b-1)/M)$</td>
</tr>
<tr>
<td>$\mathbf{I}_K$</td>
<td>$K \times K$ identity matrix</td>
</tr>
<tr>
<td>$\text{Im}(\cdot)$</td>
<td>Imaginary part of a complex number or matrix</td>
</tr>
<tr>
<td>$j$</td>
<td>Square root of $-1$</td>
</tr>
<tr>
<td>$N_C$</td>
<td>Number of subcarriers in one OFDM block or data symbols in one SCM block</td>
</tr>
<tr>
<td>$N_T$</td>
<td>Number of transmit antennas</td>
</tr>
<tr>
<td>$N_R$</td>
<td>Number of receive antennas</td>
</tr>
<tr>
<td>$\text{Pr}(\cdot)$</td>
<td>Probability of</td>
</tr>
<tr>
<td>$\text{Re}(\cdot)$</td>
<td>Real part of a complex number or matrix</td>
</tr>
</tbody>
</table>
$Tr(\cdot)$ Trace of a matrix

$vec(\mathbf{X})$ 

$vec(\mathbf{X}) = \left[\begin{bmatrix}X_{:,1} \end{bmatrix}^T, \ldots, \begin{bmatrix}X_{:,N} \end{bmatrix}^T\right]^T,$ 

where matrix $\mathbf{X}$ is of size $M \times N$

$|x|$ Absolute value (modulus) of the scalar $x$

$\|\mathbf{x}\|$ A norm of a vector $\mathbf{x}$

$\|\mathbf{x}\|_2$ 2-norm of a vector $\mathbf{x}$: $\|\mathbf{x}\|_2 = (\mathbf{x}^H\mathbf{x})^{1/2}$

$\mathbf{X} \otimes \mathbf{Y}$ Kronecker (tensor) product of matrices of $\mathbf{X}$ and $\mathbf{Y}$

$\mathbf{X} \odot \mathbf{Y}$ Hardmard product of matrices of $\mathbf{X}$ and $\mathbf{Y}$

$\mathbf{0}_{M \times N}$ Zero matrix of size $M \times N$,

$(\cdot)^T$ Matrix or vector transpose

$(\cdot)^*$ Complex conjugate

$(\cdot)^H$ Matrix or vector conjugate transpose

$(\cdot)^\dagger$ Matrix Moore-Penrose pseudo-inverse

$(\cdot)_m$ $m$-th entry of a vector

$(\cdot)_{m,n}$ $(m, n)$-th entry of a matrix

$(\cdot)_{m,:}$ $m$-th row of a matrix

$(\cdot)_{:,n}$ $n$-th column of a matrix
Chapter 1

Introduction

1.1 Critical concerns in future communications systems

1.1.1 High rate of communications

Since Shannon introduced information theory in 1948 [93], obtaining high data-rate and approaching capacity have been a long-term goal in communication system designs. In the recent decade, both wireline and wireless broadband communications have been growing at explosive rates, stimulated by a host of important high-data-rate demand applications [25, 80]. One solution to improving the spectrum efficiency is through the use of multiple antenna technology, especially multiple transmit and multiple receive antenna based multiple-input multiple-output technology (MIMO) [31, 35, 103, 120]. The core idea behind MIMO is that signals at both ends are “combined” in such a way that they create effective multiple parallel spatial data pipes (increasing therefore the data rate). Another class of spectral efficiency enabling techniques are multicarrier communications, especially orthogonal frequency division
 multiplexing (OFDM) [5,14,20,48,87,115,134], which may be applied in both wireline and wireless channels. Another key issue to realize high bandwidth efficiency is to have the coding rate as high as possible [29,70,118].

1.1.2 High reliability of communications

There exist fundamental barriers of the communications channels, such as propagation loss, time variation, noise, interference and multi-path fading, which create difficulties in high data-rate communications. These barriers are common to the channels of either conventional SISO (single transmit and single receive element) [65,84,86] and SIMO (single transmit and multiple receive elements) [9,24,119] or newly promising MISO (multiple transmit and single receive element) [3,11,39,56,125,128] and MIMO (multiple transmit and multiple receive elements) [31,36,81,103,120] communication systems. Compared with SISO and SIMO, on one hand, MIMO experiences more challenging channel impairments due to increasing channel dimensions. On the other hand, MIMO provides more possibilities to handle hostile channel environments. Quality of service (QoS) is important for reliability of real-time communications, such as multimedia communications. Two main performance measures of QoS are bit error probability (BER) and transmission latency (delay) [38,50,121].

For given signal structures and physical configurations of transmitters and receivers, such as antenna configurations, developing sophisticated receiver algorithms or channel estimation, signal estimation and detection algorithms is certainly critical in improving transmission quality, and this issue will be of consideration in this thesis. However, more important and fundamental approaches to improve transmission quality are to use proper coding and signaling structures and physical configurations of transmitters and receivers, to reach maximum reliability or diversity. Properly
designed diversity may provide desirable system performance with acceptable computational complexity.

1.2 Motivation

Diversity represents a class of techniques that exploit the random nature of independent channels to improve communication performance. In past, diversity methods for SIMO, i.e., receiver diversity methods, have been well established at both theoretical and practical levels [9, 24]. Conventional receiver diversity, such as maximal ratio combining, equal gain combining, and selection combining, utilize multiple paths of multiple receiver antennas [9, 24]. In recent years, the research community has become increasingly interested in diversity methods for multiple transmit antenna systems [3, 32, 33, 39, 102, 127]. A thorough discussion and overview on the impact of spatial diversity in wireless networks can be found in [19].

Although it has been noticed that several research efforts have been related to designing diversity approaches using channel state information (CSI) available at transmitters [45, 91, 133], this thesis will solely consider communication systems, where CSI is only available at receivers and not at transmitters. Although physical structures, such as MIMO and OFDM, provide high capacity potential, the capacity cannot be achieved without proper error protection methods due to independent parallel fading channels [6, 31, 68, 72, 103]. Transmit diversity approaches are primarily considered to achieve high reliability communications in this thesis. There are various types of diversity used in communication systems over fading channels, such as space diversity [3, 39, 102], frequency diversity [72], time diversity [63], polarization diversity [67], and multipath diversity [61]. In this thesis, diversity is generally defined as
Definition 1  *Diversity is a kind of mechanism by which information data in communications channels may exploit statistical independent randomness over one or more physical dimensions to improve communications reliability.*

Note that Diggavi et. al. generally defined diversity as the method of conveying information through multiple independent instantiations of these random attenuations [19]. The difference between Definition 1 and the definition of Diggavi is that Definition 1 emphasizes the “one or more physical dimensions”, which reflects not only the effects of statistical nature of one random variable but also the joint effects of statistical nature of multiple random variables. Note that multiple random dimensions may come from not only a single user but also multiple users. Recently, diversity is discussed in an information theory perspective, and two relations,

1) diversity and multiplexing tradeoff [132],

2) throughput and reliability tradeoff [4],

are discussed.

In [132], the authors in the earlier part of the paper claimed that their definition of diversity gain is based on actual error probability of the code. However, from their whole analysis [4, 132], it is clear that their definition of diversity gain is actually based on outage probability of capacity instead of actual error probability in system performance. This is the difference between the definition in [4,132] and the definition in this thesis. The concept of diversity in [4, 132] is in the context of a capacity limit. However, The concept of diversity in this thesis is in context of actual system performance under available diversity freedom in physical dimensions. Note that is is not clear whether or not the slope of outage capacity curve is equal to the available diversity freedom in physical dimensions over any SNR regions.
Definition 1 is the basis of new diversity proposals contained this thesis. Conventionally, communications reliability is achieved at transmitters using forward error correction with the sacrifice of bandwidth efficiency [29,70,118]. The central concern in this thesis is how to obtain desirable diversity performance with high bandwidth efficiency. Unlike traditional SIMO diversity, MIMO systems provide many more new possibilities to utilize physical dimensions, which motivate more profound and effective approaches to realize communications with both high data rates and desirable communications quality.

1.3 Thesis overview

This thesis investigates the transmit diversity approaches for SISO and MIMO communications. The following introduces the basic organization of this thesis.

Chapter 2 introduces related background, including fading channels, performance measures, multicarrier and space-time MIMO communications, and a tight bound for performance analysis of transmit diversity. Chapter 3 introduces the definition, matrix formulation and decoding of linear dispersion codes (LDC). Chapter 3 also provides the definition of symbol coding rate of LDC.

In Chapter 4, a new class of rate-one rectangular LDC dispersion codes of arbitrary size, uniform linear dispersion codes (U-LDC), are proposed, and their properties are analyzed. It is shown that U-LDC are capacity-optimal and satisfy sub-optimal constraints for rapid fading channels, which ensures that U-LDC based systems approximately minimize an error union bound, as well as meet a traceless minimal non-orthogonality criterion. The encoding matrix of U-LDC is unitary. Thus, U-LDC are suitable for multi-stage receiver designs and can be efficiently applied across
space-time-frequency dimensions. Although U-LDC may not attain full diversity, it is shown that U-LDC achieve maximal symbolwise diversity order.

In Chapters 5 and 6, the scenarios considered are single input single output (SISO) communications in frequency selective channels. In Chapter 5, LDC across time and frequency are proposed to improve the performance of orthogonal frequency division multiplexing (OFDM), known as LDC-OFDM, while, in Chapter 6, LDC are proposed to support high-rate joint frequency and time diversity for SISO block transmission, known as LDC-SCM. To overcome the requirement of constant channel gains over an entire LDC time interval, a new decoding strategy, called two-step-estimation (TSE) is proposed. In the TSE procedure, the receiver first estimates the multiple LDC codewords, and second decodes multiple LDC codewords individually. With the advantage of layered processing, TSE procedure is applied to both LDC-OFDM and LDC-SCM. The design criterion of full diversity frequency-time block design for LDC-OFDM and LDC-SCM are discussed in Chapters 5 and 6, respectively. Chapter 5 shows that rate-one LDC-OFDM outperforms uncoded OFDM without increasing the peak-to-average power ratio (PAPR). Through simulations, Chapter 5 investigates two performance related factors: (1) imperfect channel estimation for LDC cyclic-prefix OFDM (LDC-CP-OFDM), (2) low complexity receiver for LDC zero-padding OFDM (LDC-ZP-OFDM). Chapter 6 shows that LDC-CP-SCM may outperform CP-SCM even under carrier frequency offset (CFO) effects. Chapter 6 shows that LDC zero-padding SCM (LDC-ZP-SCM) can be effectively employed with low-complexity minimum mean-squared error (MMSE) equalizers.

In Chapters 7 and 8, the scenarios considered are multiple antenna based MIMO-OFDM communications in frequency selective channels. In Chapter 7, two new
classes of high-rate space, time, and frequency codes (STFC) are proposed, linear dispersion space-time-frequency Codes (LD-STFC) and double linear dispersion space-time-frequency codes (DLD-STFC). DLD-STFC is compared with an extension of a recently proposed LDC-OFDM to MIMO systems, called MIMO-LDC-OFDM. Chapters 7 analyzes diversity properties of STF block based designs under arbitrary channel correlation. Based on error union bound analysis, Chapter 7 discuss new LDC code design criteria for complex input symbols. Using the general terms of complex diversity coding (CDC) and channel codes, Chapter 8 proposes to generally classify STFC into seven categories. Chapter 8 investigates two issues related to the performance improvement of high-rate STFCs. First, Chapter 8 shows that the two CDC stages of DLD-STFC can be exchanged. Chapter 8 introduces two diversity concepts for 3-dimensional codes: per dimension diversity order and per dimension symbol-wise diversity order, and provides a sufficient condition for DLD-STFC to achieve full symbol-wise diversity order in spite of the sequence of the two CDC stages. Second, Chapter 8 investigates how much gain can be obtained using the combination of CDC and forward error correction (FEC) for STFC designs.

In Chapter 9, the scenario considered is multiple antenna based MIMO communications in flat fading channels. The coordinate-interleaving or component interleaving is originally proposed as an alternative to bit interleaving for SISO communications. Chapter 9 proposes a general coordinate-interleaving method for block-based space-time codes or linear dispersion codes, called space-time coordinate interleaving linear dispersion codes (ST-CILDC), which enables not only symbol-level diversity but also coordinate-level diversity for high-rate block-based space-time code design. Chapter 9 shows that ST-CILDC maintains the same upper bound diversity order as the
corresponding conventional ST-LDC, and ST-CILDC may double the statistical diversity order over the corresponding ST-LDC with high probability. Compared with conventional ST-LDC systems, ST-CILDC systems may show either almost doubled average diversity order or extra coding advantage in time varying channels. With trivial extra complexity over ST-LDC systems, ST-CILDC systems maintain the diversity performance in quasi-static block fading channels, and significantly improve the diversity performance in rapid fading channels.

1.4 Summary of contributions

The primary contributions of this thesis are summarized as follows.

1) A new class of rate-one rectangular LDC dispersion codes of arbitrary 2-D matrix sizes, uniform linear dispersion codes (U-LDC), are proposed, and the properties of these codes are analyzed.

2) LDC-OFDM are proposed to improve the time-frequency diversity performance of OFDM, while, LDC-SCM are proposed to primarily support time diversity for single stream SCM block transmission. Both LDC-OFDM and LDC-SCM allow all arbitrary symbol rates, and highest symbol rates are one, i.e., without symbol-rate loss. The proposed two-step-estimation (TSE) enables both LDC-OFDM and LDC-SCM to have a layered structure and allow channel gains to vary over different channel uses. Design criteria of full joint frequency-time diversity block design for both LDC-OFDM and LDC-SCM are offered. Double linear transformation coded OFDM (DLT-OFDM) and linear transformation coded SCM (LTC-SCM) are proposed as low complexity designs of LDC-OFDM and LDC-SCM, respectively.
3) Two new classes of high-rate STFC, LD-STFC and DLD-STFC, are proposed. DLD-STFC systems, based on flexible three-layer structure with reduced complexity, show superior performance. Diversity properties of STF block based designs are analyzed under arbitrary channel correlation. An error union bound (EUB) analysis provides more specific LDC code design criteria for complex input sequences. This thesis introduces two new diversity concepts for 3-dimensional codes: per dimension diversity order and per dimension symbol-wise diversity order, and provides a sufficient condition for DLD-STFC to achieve full symbol-wise diversity order in spite of the sequence of the two complex diversity coding (CDC) stages. Through simulations, this thesis shows that STFC based on the combination of CDC and FEC may outperform STFC purely based on FEC, and STFCs based on the combination of DLD-STFC and FEC outperform STFC based on the combination of one 2-dimensional CDC and FEC, especially in spatially correlated channels. Further, the choice of mapping from FEC to DLD-STFC may significantly impact system performance.

4) This thesis proposes a general coordinate-interleaving method for block-based space-time codes or linear dispersion codes, called space-time coordinate interleaving linear dispersion codes (ST-CILDC), which enables not only symbol-level diversity but also coordinate-level diversity for high rate block-based space-time code design. This thesis introduces two new diversity concepts, statistical diversity order and average diversity order. Compared with conventional ST-LDC systems, ST-CILDC systems may show either almost doubled average diversity order or extra coding advantage in time varying channels.
Chapter 2

Background

2.1 Fading channels

2.1.1 Fading classification

Fading is a process of random fluctuations of the signal level due to channel environments between signal transmitter and receiver. Time-variation is the most important feature of fading. There are two sources of signal attenuation, modeled through the time-varying channel impulse response [65, 84, 86].

1) Large scale fading

   a. Propagation path loss - This is determined by the distance between the transmitter and the receiver, whose randomness is only due to the position of the mobile terminal. The channel changes due to path loss are very limited for practical systems over time intervals of interest.

   b. Shadowing - This incurs due to the presence of obstacles in the signal path and due to the relative position of the mobile unit with respect to the base station. The channel changes due to path loss can be expressed as a slow
process and is commonly modeled using log-normal statistics.

2) Small-scale fading is rapid fluctuation of the amplitude of a signal over a short period of time or travel distance, caused by constructive and destructive interference between two or more versions of the same signal. Small-scale fading may be corrected by adaptive equalizers or by robust modulation and error correction. The main causes of small-scale fading are the mobile moving with surrounding scattering and the existence of several propagation paths between transmitter and receiver. Two manifestations of channel time variations are delay spread and Doppler-frequency spread. A fading-channel classification can be based on these two parameters.

a. Delay spread: The multipath signals with different delays combine to produce a distorted version of the transmitted signal. To describe it by a single constant, a delay spread is defined as the difference between the largest and the smallest among these delays. This delay spread could result in time dispersion and frequency-selective fading.

b. Doppler spread: When the receiver and the transmitter are in the constant relative speed of the motion, the received signal is subject to a constant frequency shift (the Doppler shift) proportional to this speed and to the carrier frequency. This Doppler effect, along with multipath propagation, causes frequency dispersion and time-selective fading.

2.1.2 Simple time varying model

To simplify the simulations, this thesis uses simple time varying models to approximate time varying fading channels. The channels are assumed to be constant over
different integer numbers of channel uses, and independent identically-distributed (i.i.d.) between blocks. We term this integer number of the intervals as the channel change interval (CCI). The definition of one channel use is different for the different channel models employed in this thesis.

1) For OFDM block communications, one channel use is referred to as one OFDM block.

2) For single carrier modulation (SCM) block communications as discussed in Chapter 6, one channel use is referred to as one SCM block.

3) For space time codes in flat fading channels as discussed in Chapter 9, one channel use is referred to as one channel symbol over one symbol time slot.

The following lists several remarks for these simple models.

1) These simple models are used only in simulations. In all the diversity analysis, channel correlation is assumed to be arbitrary across space, time, and frequency dimensions.

2) These simple models, which are suitable for testing performance for code design in rapid fading channels, are extensively used in the literature.

3) Even if channel initiations over short time periods are not i.i.d, channels symbols within a codeword can be interleaved over a long period, so that channel coefficients can be approximately considered as i.i.d.

In the majority of this thesis, frequency selective channels are considered. When the frequency selective channel models choose exponential power delay profile, the rate of decay is set to 1.
In digital transmission over frequency-selective Rayleigh fading, the channel may be simply modeled with a tapped-delay-line [21]. The outputs of the different taps are generated by a flat Rayleigh fading simulator, are combined by weighted gains. This information is in the form of the delay and the attenuation associated to each of these taps. In correlated frequency-selective channels, it is important to recognize that in a scenario of multi-path delays, the gains for the different delays are independent from one another [21]. Rather, the dependency among different channel gains comes from the correlation among corresponding tap-gains on different channels. This way, the correlation coefficient between each pair of tap-gains could be modeled to be the same.

Note that, although this thesis assumes multiple taps of the same transmit and receive path to be uncorrelated, non-zero spatial correlation are considered in the simulations of quite a few diversity approaches.

2.2 Performance measures

This thesis considers the communications quality. Quality of service (QoS) is critical concern for real-time communications, such as multimedia communications. Two main performance measures are error probability and transmission latency (delay). This section summarizes several important performance measures, which may not include all the performance measures used in this thesis. However, a majority of them are introduced here and the rest will be detailed in the later chapters. The error measure can be in units of bits, symbols (which may embrace multiple bits), and blocks or frames (which may embrace multiple symbols).
2.2.1 Exact average error probability

Exact average error probabilities reflect the actual performance of communications systems in given channels. The average bit, symbol, and block error probability at the average SNR $\bar{\gamma}$ are, respectively, given by

1) 
$$P_s(\bar{\gamma}) = \int_0^\infty P_s(\gamma)p(\gamma|\bar{\gamma})d\gamma,$$  \hfill (2.1)

2) 
$$P_b(\bar{\gamma}) = \int_0^\infty P_b(\gamma)p(\gamma|\bar{\gamma})d\gamma,$$  \hfill (2.2)

3) 
$$P_\Omega(\bar{\gamma}) = \int_0^\infty P_\Omega(\gamma)p(\gamma|\bar{\gamma})d\gamma,$$  \hfill (2.3)

where $\gamma$ is the instantaneous SNR at the receiver, $P_b(\gamma)$, $P_s(\gamma)$, and $P_\Omega(\gamma)$ are the instantaneous bit, symbol, and block error probability, and $p(\gamma|\bar{\gamma})$ is the probability density function of $\gamma$ at the average SNR $\bar{\gamma}$.

2.2.2 Error union bound

The error union bound (EUB), an upper bound on the average error probability, is an average of the pairwise error probabilities between all pairs of codewords. The EUB is related to the union of events via

$$\Pr (A_1 \cup \ldots, A_N) \leq \sum_{a=1}^N \Pr (A_a).$$

This thesis mainly considers block based communications. The bit [27], symbol, and block [88] based EUB for block based communications are respectively given by
1) \[ P_b \leq \frac{1}{N_X^{(b)}} \sum_{a=1}^{N} \sum_{c \neq a} \phi_b(X_a, X_c) \Pr(X_a) \Pr(X_a \rightarrow X_c), \quad (2.4) \]

2) \[ P_s \leq \frac{1}{N_X^{(s)}} \sum_{a=1}^{N} \sum_{c \neq a} \phi_s(X_a, X_c) \Pr(X_a) \Pr(X_a \rightarrow X_c), \quad (2.5) \]

3) \[ P_\Omega \leq \sum_{a=1}^{N} \sum_{c \neq a} \Pr(X_a) \Pr(X_a \rightarrow X_c), \quad (2.6) \]

where \( \Pr(X_a) \) is the a priori probability that the block \( X_a \) was transmitted, \( \Pr(X_a \rightarrow X_c) \) is the probability that receiver decides \( X_c \) when \( X_a \) is actually transmitted, \( \phi_b(X_a, X_c) \) and \( \phi_s(X_a, X_c) \) are the number of bit and symbol errors, respectively, occurring when \( X_a \) is transmitted and \( X_c \) is chosen by the decoder, \( N_X^{(b)} \) is the total number of bits per \( X \) block, \( N_X^{(s)} \) is the total number of symbols per \( X \) block, and \( N \) is the code book size of the block.

### 2.2.3 Signal to interference plus noise ratio (SINR)

SINR is an alternative performance measure to signal to noise ratio at communication receivers under the impact of interference. In this thesis, the SINR is referred to the decision SINR at receivers.

The instantaneous decision SINR at the instantaneous SNR \( \gamma \) under the average SNR \( \overline{\gamma} \) can be defined by

\[
SINR(\gamma|\overline{\gamma}) = \frac{\|c_s(\gamma|\overline{\gamma})\|^2}{\|c_i(\gamma|\overline{\gamma})\|^2 + \|c_n(\gamma|\overline{\gamma})\|^2}, \quad (2.7)
\]
where \( c_s(\gamma|\bar{\gamma}) \), \( c_i(\gamma|\bar{\gamma}) \), and \( c_n(\gamma|\bar{\gamma}) \) are the elements at the instantaneous SNR \( \gamma \) under the average SNR \( \bar{\gamma} \) referred to complex source, interference, and noise signals, respectively.

The average decision SINR can be defined by

\[
SINR(\bar{\gamma}) = \int_0^\infty SINR(\gamma|\bar{\gamma}) p(\gamma|\bar{\gamma}) d\gamma,
\]

(2.8)

where \( p(\gamma|\bar{\gamma}) \) is the probability density function of the SNR \( \gamma \) under the average SNR \( \bar{\gamma} \).

2.3 Multicarrier and space-time MIMO communications

2.3.1 Multicarrier (OFDM) communications

2.3.1.1 Introduction

Multicarrier modulation (MCM) [12], usually realized as orthogonal frequency division multiplexing (OFDM), is a powerful modulation technique that has two key
features. In OFDM, as shown in Figure 2.1, the transmitter first converts the input data from a serial to parallel streams or data sets. Each set of data contains one symbol for each sub-carrier. Before performing the Inverse Fast Fourier Transform (IFFT), this example data set is arranged on the horizontal axis in the frequency domain. An inverse Fourier transform converts the frequency domain data set into samples of the corresponding time domain representation of this data, and a cyclic-prefix is added to the transmitted OFDM block. Then, the parallel to serial block creates the OFDM signal by sequentially outputting the time domain samples. The receiver performs the inverse of the transmitter. First, the OFDM data are split from a serial stream into parallel sets, and the cyclic-prefix is removed from the received OFDM block. The Fast Fourier Transform (FFT) converts the time domain samples back into a frequency domain representation. The magnitudes of the frequency components correspond to the original data. Finally, the parallel to serial block converts this parallel data into a serial stream to recover the original input data.

In OFDM, each subchannel can be assumed to be flat and the intersymbol interference is negligible due to the channel partitioning of the transmission bandwidth into many narrowband subchannels if the inter-block interferences (IBI) are combated by using enough long guard interval and channel coefficients are constant over one OFDM block. In general, MCM methods are especially suitable to data transmission in the channels with moderate or severe ISI. A key feature of MCM is the possibility to maximize the mutual information [15] between transmitter and receiver due to the possibility of adaptive spectral shaping, also called adaptive loading, at the transmitter. Although MCM has been successfully employed in the form of discrete multi-tone in wireline communications, several performance issues arise in wireless systems. In
particular, the practical implementation of spectral shaping at the transmitter is diffi-
cult because of the time-varying nature of cellular channels, which makes channel
estimation very inaccurate. Also, wireless channels with Rayleigh fading experience
very-low signal-to-noise ratio (SNR) at least over a fraction of the transmitted time
for some subchannels. This means that the information transmitted in these sub-
bands will be lost. A technique to mitigate this is through the use of error-correcting
codes across all subchannels.

2.3.1.2 PAPR problem

The complex envelope of the OFDM signal, consisting of \( N_C \) carriers is given [78] by

\[
S_{\text{total}}(t) = \sum_{k=-\infty}^{\infty} \sum_{n=0}^{N_C - 1} a_{n,k} g(t - kT)e^{in \frac{2\pi}{T} t},
\]

where \( g(t) \) is rectangular pulse of duration \( T \) and \( T \) is OFDM symbol duration. The
peak to average power ratio (PAPR) is defined by

\[
PAPR = \frac{\max_{t \in [0,T]} |S(t)|^2}{\mathbb{E} \{|S(t)|^2\}}.
\]

The PAPR for a discrete-time OFDM signal \( x_n[k] \) is defined in a time interval \([n, n+N-1]\) by the following formula:

\[
PAPR = \frac{\max_k |x_n[k]|^2}{\mathbb{E} \{|x_n[k]|^2\}}.
\]

In OFDM, PAPR increases with \( N_C \) [41], while single-carrier modulations usually
avoids the high PAPR problem associated with multi-carrier schemes, which results
in the requirement of larger linear range of RF amplifiers. Lowering PAPR enables
cheaper and more efficient power amplifiers may be used. The amplitude of a mul-
ticarrier signal has a Rayleigh distribution, while the power distribution becomes a
central chi-square distribution with two degrees of freedom. The cumulative distribution function (CDF) of the amplitude, $z \geq 0$, of a signal sample is given by [41]

$$F(z) = 1 - \exp(-z).$$  \hspace{1cm} (2.12)

Assuming the samples to be mutually uncorrelated, the complementary cumulative distribution function for the peak power per OFDM symbol or OFDM block is given by [41]

$$\Pr(PAPR > z) = 1 - (1 - \exp(-z))^{N_C},$$  \hspace{1cm} (2.13)

From (2.13), it is seen that large PAPR is possible but occurs only infrequently.

\subsection*{2.3.2 Space-time MIMO communications}

\subsubsection*{2.3.2.1 Introduction}

When multiple antenna elements are also added on both sides of an antenna system to form a MIMO ($N_T$ input antennas, $N_R$ output antennas) link, the conventional diversity benefits of smart antennas may be still retained. However, MIMO links offer additional advantages that go far beyond those of smart antennas. Multiple antennas at both the transmitter and the receiver create a matrix channel (of size equal to the product of the number of receive antennas and the number of transmit antennas). One of the key advantages of MIMO lies in the ability to transmit different data over several spatial modes of the matrix channel within the same time-frequency slot. The benefits that space-time processing and especially MIMO systems can provide to wireless communications are enormous: improved data-rate throughout the cell, increased coverage area and improved network capacity.
2.3.2.2 MIMO capacity

A space time MIMO system with $N_T$ transmit antennas and $N_R$ transmit antennas is modeled as

$$
r = \sqrt{\frac{SNR}{N_T}} H s + n, \quad (2.14)$$

where source signal vector is $s \in C^{N_T}$, the received signal vector $r \in C^{N_R}$, MIMO flat fading channel matrix $H \in C^{N_R \times N_T}$, complex Gaussian noise vector $n \in C^{N_R}$.

Let $R_s$ denote the covariance matrix of $s$, then the capacity of the system 2.14 is given by [103]

$$
C = \log_2 \left( \det \left( I_{N_R} + HR_s H^H \right) \right). \quad (2.15)
$$

2.3.2.3 Spatial multiplexing

Spatial multiplexing (SM) techniques [30] use MIMO channels to provide parallel spatial channels, if the path gains between individual transmit-receive antenna pair fade independently, the channel matrix is well-conditioned with high probability. V-BLAST [30, 120], one of effective spatial multiplexing algorithms, implements Zero Forcing (ZF) detection combined with symbol cancelation to improve the performance [35]. SM combines the signals from all the receive antennas simultaneously, first extracting the strongest sub-stream from the received signals, then proceeding with the remaining weaker signals, which are easier to recover once the strongest signals have been removed as a source of interference. When symbol cancelation is used, the order in which the sub-streams are detected becomes important for the overall performance of the system. In fact, the transmitted symbol with the smallest post-detection SNR will dominate the error performance of the system. Post detection SNR
is determined by ordering. An optimal ordering is based on choosing the best post-detection SNR at each stage of the detection process and leads to the maximization of the worst SNR over all possible orderings.

### 2.3.2.4 Spatial coding

Spatial coding permits the efficiently use of correlation in space, time, and/or frequency among transmitted signals to improve information protection while the goal of SM is to increase data rate. One of important advantages of spatial coding is that channel state information is not required at transmitters. The most well-known space time coding techniques are space time trellis codes (STTC) [102] and orthogonal space time block codes (OSTBC) [3, 101]. STTC transmits one input symbol at a time, producing a sequence of vector symbols whose length represents antennas. STTC provides both coding gain and full diversity gain, which will be defined in Section 2.4.1. The design of STTC is difficult and, and the main disadvantage of it is to generally require very high complexity encoders and decoders [102].

OSTBC [3, 101] operates on a block of input symbols, producing a matrix output whose columns represent time and rows represent antennas. The main desirable trait of OSTBC is the provision of full diversity with a very simple decoding scheme. The disadvantage of OSTBC is that

1) it does not generally provide coding gain, unless concatenated with an outer code,

2) it cannot reach capacity if $\min\{N_T, N_R\} \geq 2$.

By employing space-time coding concepts in OFDM-based broadband systems, space-frequency coding was investigated through coding across OFDM tones [7].
Bolcskei and Paulraj found that space-time codes designed to achieve full spatial diversity in the narrowband case will in general not achieve full space-frequency diversity. In addition these authors point out that the Alamouti scheme across tones fails to exploit frequency diversity [7].

In recent years, to achieve rate close to capacity, quite a few high-rate (generally non-orthogonal) space time code designs have appeared [16, 42, 76, 129], where high complexity maximum likelihood decoding and sphere decoding (SD) are primarily considered. Maximum likelihood decoding/detection (MLD) of digital messages in general requires joint detection of an entire block of symbols [57]. MLD can be implemented efficiently, such as using the Viterbi algorithm, only for the problems of certain structure. In general, however, when no exploitable structure is at hand, MLD is very computationally intensive. This kind of hard problem with exponential complexity also occurs in optimal multi-user detection of code division multiple access systems [112]. Consequently, there has recently been a growing interest in sphere decoding for ML detection in digital communications [113]. Sphere decoding, or the Fincke-Pohst algorithm [17, 113], offers large reductions in average computational complexity for the class of computationally hard combinatorial problems in MLD. In [28], it is shown that the complexity of sphere decoding, under certain assumptions, is polynomial in the problem size, meaning that there is a polynomial function that bounds the problem size. The assumptions in [28] were, however, made in another context and are not generally applicable to the ML detection problem encountered in digital communications [44]. As shown in [44], the expected complexity of the sphere decoder is dependent both on the size and the signal-to-noise ratio (SNR). On the other hand, the worst case complexity of SD is exponential.
2.4 Diversity gain (advantage or order), coding gain (advantage or order), and multiplexing gain

2.4.1 PEP based definitions

We model a flat-fading MIMO channel as one when the channel matrix contains i.i.d. Gaussian elements. Note that the following discussions can be easily generalized for correlated fading, and other fading distributions.

The MIMO system can be modeled as

\[ y(k) = H(k)x(k) + z(k), \] (2.16)

where transmit signal vector is \( x(k) \in \mathbb{C}^{N_T} \), MIMO channel matrix is \( H(k) \in \mathbb{C}^{N_R \times N_T} \), complex Gaussian noise vector is \( z(k) \in \mathbb{C}^{N_R} \), and receive signal vector is \( y(k) \in \mathbb{C}^{N_R} \).

Consider a codeword sequence \( x = \left[ [x(0)]^T, ..., [x(N-1)]^T \right] \), where \( x(k) = [x_1(k), ..., x_{N_T}(k)]^T \) as defined in (2.16). In the case when the receiver has perfect channel state information, the pairwise error probability (PEP), \( \Pr(c \to e) \), between two codeword sequences \( x \) and \( e \) can be bounded as follows [102]:

\[ \Pr(x \to e) \leq \prod_{a=1}^{N_R} \left( \prod_{b=1}^{N_T} \frac{1}{1 + \frac{E_s}{4N_0} \lambda_b} \exp \left( \frac{K_{a,b} E_s}{4N_0} \lambda_b \right) \right), \] (2.17)

where \( K_{a,b} \) is the Ricean coefficient, \( P \) is transmit power constraint, \( E_s = P/N_T \) is the power per transmitted symbol, \( \lambda_b \) are the eigenvalues of the matrix \( A(x,e) = \)
\[ [B(x, e)]^H B(x, e), \] and
\[
B(x, e) = \begin{bmatrix}
    x_1(0) - e_1(0) & \cdots & x_{NT}(0) - e_{NT}(0) \\
    \vdots & \ddots & \vdots \\
    x_1(N-1) - e_1(N-1) & \cdots & x_{NT}(N-1) - e_{NT}(N-1)
\end{bmatrix}.
\]

For the Rayleigh fading channel, PEP can be bounded by [102]
\[
\Pr(x \to e) \leq \left( \prod_{b=1}^{NT} \left( 1 + \frac{E_s}{4N_0} \lambda_b \right) \right)^{-NR}.
\] (2.18)

If \( q \) denotes the rank of \( A(x, e) \), (i.e., the number of nonzero eigenvalues) then we can bound (2.18) as [102]
\[
\Pr(x \to e) \leq \left( \prod_{b=1}^{NT} \lambda_b \right)^{-NR} \left( \frac{E_s}{4N_0} \lambda_b \right)^{-qNR}.
\] (2.19)

The diversity advantage (gain or order) based on PEP is the power of SNR in the denominator in (2.19) [102]. The coding advantage (gain) based on PEP is an approximate measure of the gain over an uncoded system operating with the same advantage [102].

Full diversity can be defined in different contexts throughout this thesis. In the context of rank based diversity order, full diversity code is achieved if rank of \( A(x, e) \) is full rank over any possible codeword pair \( x \) and \( e \).

### 2.4.2 Definitions based on infinite SNR

The ergodic capacity (b/s/Hz) of the MIMO channel,
\[
C(SNR) = \mathbb{E} \left\{ \log \det \left( \mathbf{I} + \frac{SNR}{NT} \mathbf{H} [\mathbf{H}]^H \right) \right\}.
\] (2.20)

Consider a scheme as a family of codes \( \{C(SNR)\} \) of block length \( l \). Let \( R(SNR) \) (b/symbol) be the rate of the code \( \{C(SNR)\} \), and let the average error probability of
the code system be $P_e(SNR)$. The following are the definitions of spatial multiplexing gain and diversity gain based on asymptotically high SNR [4,132].

**Definition 2** A coding scheme $\{C(SNR)\}$ is said to achieve spatial multiplexing gain $r$ and diversity gain $d$, respectively, if

$$\lim_{SNR \to \infty} \frac{R(SNR)}{\log SNR} = r$$

and

$$\lim_{SNR \to \infty} \frac{\log P_e(SNR)}{\log SNR} = -d.$$

### 2.5 Design criteria of linear block based space time codes

This thesis mainly focuses on block based codes. Relevant background on several design criteria of linear block based space time codes is introduced here. Note that orthogonality may have to be sacrificed to obtain high rate block based space time codes. The code matrix can be expanded as

$$C = \sum_{k=1}^{K} C_k(z_k),$$

where $C_k(z_k)$ are $K$ matrices of dimension $T \times N_T$ that are linear functions of the individual symbols $z_k$ and their complex conjugates. The Hermitian square of

$$C^H C = \sum_{k=1}^{K} C_k^H C_k + \sum_{i<k} (C_i^H C_k + C_k^H C_i).$$

#### 2.5.1 Rank, determinant, and trace

In the literature, design criteria for space-time codes was based on the codeword difference matrix $D^{(ce)} = C^{(c)} - C^{(e)}$. Minimizing the pairwise error probability of
deciding in favor of $C^{(c)}$ when transmitting $C^{(e)}$ leads to the well known rank [39] and determinant [102] criteria. Ionescu introduces a trace criterion [51], which is less well-known but important for designing non-orthogonal space-time block codes.

Criterion 1 [51] In Rayleigh fading, $C$ should be optimally designed so that the eigenvalues of $[D^{(ce)}]^{H}D^{(ce)}$ are as close as possible to each other and to $\frac{Tr[D^{(ce)}]^{H}D^{(ce)}}{N_r}$, and for which the row-wise sum of the absolute values of the elements off the main diagonal is as small as possible. Moreover, $Tr \left( [D^{(ce)}]^{H}D^{(ce)} \right)$ plays the role of Euclidean distance between codeword pairs.

In the context of the linearity of the codes, the codeword difference matrix is linear in the symbol differences $\Delta_k = z_k^{(c)} - z_k^{(e)}$,

$$D^{(ce)} = \sum_{k=1}^{K} C_k(\Delta_k) \equiv \sum_{k=1}^{K} D_k. \tag{2.25}$$

Thus, $D^{(ce)}$ is a linear combination of the matrices $D_k = C_k(\Delta_k)$ on $k$. The distance matrix (the Hermitian square of the codeword difference matrix), is given by

$$[D^{(ce)}]^{H}D^{(ce)} = \mathcal{D} + \mathcal{N}, \tag{2.26}$$

where

$$\mathcal{D} = \sum_{k=1}^{K} (|\Delta_k|^2 D_k^{H}D_k)$$

and

$$\mathcal{N} = \sum_{i<k} (D_i^{H}D_k + D_k^{H}D_i).$$

2.5.2 Minimal non-orthogonality

The principle of minimal non-orthogonality is introduced in [107,109].
Criterion 2 [107, 109] The average ratio of the norms of $\mathcal{N}$ and $\mathcal{D}$ in (2.26) should be minimized, which minimizes the inter-symbol-interference directly caused by the non-orthogonality of the code.

Minimal non-orthogonality can be explained more clearly as follows. The orthogonality situation occurs when $[\mathbf{D}^{(ce)}]^H \mathbf{D}^{(ce)} = \sum_{k=1}^{K} (|\Delta_k|^2 \mathbf{I})$ and thus $\mathcal{N} = 0$. Note that $\mathcal{N}$ stands for inter-symbol-interference, and it is desirable to minimize intersymbol-interference, which leads to minimize non-orthogonality.

2.5.3 Maximal symbolwise diversity

Note that the Euclidean distance squared $Tr \left( [\mathbf{D}^{(ce)}]^H \mathbf{D}^{(ce)} \right)$ is a real valued positive semidefinite quadratic function of the symbol differences $\Delta_k$ (and their complex conjugates). It is desirable to design codes such that the Euclidean distance is a monotonically increasing function of the number of bit-errors in a codeword pair. Preferably, the Euclidean distance squared is proportional to a sum of the symbolwise Euclidean distances squared, $|\Delta_k|^2$. Next, from the linearity of the code it is clear that if the code does not provide full diversity protection against one symbol error, it cannot provide full diversity protection against multiple-symbol errors.

The requirement of maximal symbolwise diversity (MSD) [108,109] is that in a non-orthogonal case, the individual code matrices $\mathbf{C}_k$ should be unitary matrices with $\mathbf{C}_k^H \mathbf{C}_k = |z_k|^2 \mathbf{I}$. For a maximal symbolwise diversity code, the distance matrix is $[\mathbf{D}^{(ce)}]^H \mathbf{D}^{(ce)} = \sum_{k=1}^{K} (|\Delta_k|^2 \mathbf{I}) + \mathcal{N}$.

We remark that maximal symbolwise diversity can be defined more generally than that in [108,109] such that for $\forall k$, $\text{rank}(\mathbf{C}_k) = \min\{T, N_T\}$.
2.5.4 Traceless non-orthogonality

If maximal symbolwise diversity is satisfied, the $C_k$ should be designed so that the non-orthogonality matrix $\mathcal{N}$ is traceless [108,109], i.e.,

$$Tr (\mathcal{N}) = 0.$$

(2.27)

2.5.5 Frobenius orthogonality

Frobenius orthogonality is also called traceless self-interference [110].

**Theorem 1** [110] For a linear matrix modulation with a Frobenius orthogonal basis, i.e.,

$$Tr (C_i^H C_k + C_k^H C_i) = 0,$$

(2.28)

the union bound on the pairwise error probabilities increases with increasing self-interference at any SNR.

Note that Frobenius orthogonality supports minimizing the union bound [110].

2.5.6 Capacity optimality

The space time channel model is

$$Y = \sqrt{E_s} \sum_{n=0}^{N-1} \text{HM}_n s_n + V,$$

(2.29)

where $\text{M}_n$ is of size $N_T \times T$, $H$ is a MIMO channel matrix of size $N_R \times N_T$, $s_n, n = 0, ..., N − 1$ are data source symbols, $V$ is a $N_R \times T$ matrix whose columns represent realizations of an i.i.d. circular complex additive white Gaussian noise (AWGN) process with distribution $\mathcal{CN}(0, N_0 I_{N_R})$. Note that $C_k (s_k) = \text{M}_k s_k$ determines $C_k$ as a linear code.
The model (2.30) can also be written as [47]

\[ y = \sqrt{E_s} \mathcal{H} \mathbf{s} + \mathbf{v}, \]  

(2.30)

where

\[ \mathbf{X} = [\text{vec}(\mathbf{M}_0), \ldots, \text{vec}(\mathbf{M}_{N-1})], \]

\[ \mathcal{H} = \mathbf{I}_T \otimes \mathbf{H}, \ y = \text{vec}(\mathbf{Y}), \ \mathbf{v} = \text{vec}(\mathbf{V}), \ \text{and} \ \mathbf{s} = [s_0, \ldots, s_{N-1}]^T. \]

Assume \( R_s = E_s (s \mathbf{s}^H) = \mathbf{I}_N. \) Then the ergodic capacity of the AWGN system with Rayleigh fading for capacity-optimum complex LDCs is given by [47]

\[ C_c = \max_{\text{Tr}(\mathbf{X} \mathbf{X}^H) \leq N_T T} \frac{1}{T} \mathbf{E}_H \left[ \log \det \left( \mathbf{I}_{N_T T} + \mathcal{H} \mathbf{X} \mathbf{X}^H \mathcal{H}^H \right) \right] \]  

(2.31)

Then, the following is a design criterion based on optimal capacity.

**Theorem 2** [47] Let \( N = N_T T. \) Any \( \mathbf{X} \) such that \( \mathbf{X} \mathbf{X}^H = \frac{1}{N_T} \mathbf{I}_{N_T T} \) is a capacity-optimal linear dispersion code (LDC).

The concept of LDC will be introduced in Chapter 3.

### 2.6 A tight bound for performance analysis of transmit diversity

Recently, Siwamogsatham, Fitz, and Grimm have derived a tight bound for performance analysis of transmit diversity approaches in correlated Rayleigh fading [96]. This bound, extensively used in this thesis, is introduced in this section.

#### 2.6.1 System model

The space-time communication system has \( L_t \) antennas at the transmitter and \( L_r \) antennas at the receiver. The channel between a transmit and a receive antenna is
modeled as a frequency nonselective flat Rayleigh-fading process. At a given receive antenna, a vector of matched filter output is formulated as

\[ \mathbf{Q}_i = \sqrt{E_b} \mathbf{D} \mathbf{C}_i + \mathbf{N}_i, \]  

(2.32)

where \( i = 1, ..., L_r \), \( E_b \) defines the bit energy per receive antenna, \( \mathbf{D} \) is an \( N_C \times N_C L_t \) transmitted codeword matrix formed as

\[ \mathbf{D} = [\mathbf{D}_1, ..., \mathbf{D}_{L_t}], \]

where \( \mathbf{D}_k = \text{diag} [D_k(1), ..., D_k(N_C)] \) is an \( N_C \times N_C \) diagonal matrix of the signals transmitted from the \( k \)-th transmit antenna with \( D_k(a) \) being the symbol transmitted at time \( a \), \( \mathbf{C}_i = \text{diag} [\mathbf{C}_{i1}^T, ..., \mathbf{C}_{iL_t}^T]^T \) is an \( N_C L_t \times 1 \) channel vector in which \( \mathbf{C}_{ki}^T = \text{diag} [C_{ki}(1), ..., C_{ki}(N_C)]^T \) is an \( N_C \times 1 \) vector of channel distortions between the \( i \)-th receive antenna and the \( k \)-th transmit antenna with \( C_{ki}(a) \) being the complex path gain at time \( a \), and \( \mathbf{N}_i \) is additive white Gaussian noise (AWGN) with a covariance matrix \( N_0 \mathbf{I}_{N_C} \). The channel distortion coefficients are random variables with variance \( 2\sigma_C^2 \), and hence the SNR per receive antenna can be computed as \( 2\sigma_C^2 E_b / N_0 \).

The overall system description can be simply generated by sequentially stacking the \( N_C \times 1 \) matched filter output vector for each receive antenna to form a larger \( N_C L_r \times 1 \) observation vector and accordingly defining the corresponding \( N_C \times N_C L_t L_r \) symbol matrix \( \mathbf{D} \) and \( N_C L_t L_r \times 1 \) channel vector \( \mathbf{C}_i \) [96]. The length of the stacked matched filter output vector shall be defined as \( N = N_C L_r \).

### 2.6.2 Pairwise error probability

The pairwise error probability (PEP) is a common performance measure for digital communication receivers [96]. In the case of a coherent maximum-likelihood (ML) receiver to which perfect channel state information (CSI) is available, the optimum
rule for deciding between two possible transmitted data sequences, \( D = \mathbf{d}_\alpha \) and \( D = \mathbf{d}_\beta \), when the channel distortion is known to have the value \( \mathbf{C} = \mathbf{c} \) and the observations \( \mathbf{Q} = \mathbf{q} \), is [96]

\[
(q - d_\alpha \mathbf{c})^\mathbf{H} (q - d_\alpha \mathbf{c}) \prec (q - d_\beta \mathbf{c})^\mathbf{H} (q - d_\beta \mathbf{c})
\] (2.33)

or

\[
(q - d_\alpha \mathbf{c})^\mathbf{H} (q - d_\alpha \mathbf{c}) \succ (q - d_\beta \mathbf{c})^\mathbf{H} (q - d_\beta \mathbf{c}).
\] (2.34)

The PEP is [96]

\[
P(\alpha, \beta) = P(\|\mathbf{Q} - \mathbf{d}_\alpha \mathbf{C}\|^2 > \|\mathbf{Q} - \mathbf{d}_\beta \mathbf{C}\|^2 | \mathbf{d}_\alpha \text{sent}).
\] (2.35)

Denote

\[
\mathbf{C}_s = (\mathbf{d}_\alpha - \mathbf{d}_\beta) \mathbf{C} (\mathbf{d}_\alpha - \mathbf{d}_\beta)^\mathbf{H},
\]

where \( \mathbf{C}_C \) denotes the covariance matrix of \( \mathbf{C} \), and \( \lambda_k^{(s)} \) denotes the \( k \)-th eigenvalue of \( \mathbf{C}_s \) and \( \Delta_H(s) \) denoting the number of nonzero eigenvalues of the signal matrix \( \mathbf{C}_s \) or, equivalently, the rank of \( \mathbf{C}_s \). Then an asymptotic upper bound of PEP is provided in a simple product form. This bound is asymptotically tighter than the standard Chernoff bound [96]. This asymptotic upper bound is given by [96]

\[
P(\alpha, \beta) \leq \frac{\left( \frac{2\Delta_H(s) - 1}{\Delta_H(s) - 1} \right)^{\Delta_H(s)} (N_0)^{\Delta_H(s)}}{\prod_{k=1}^{\Delta_H(s)} \lambda_k^{(s)}}.
\] (2.36)
Chapter 3

Linear dispersion codes

3.1 Introduction

Hassibi and Hochwald have proposed linear dispersion codes (LDC) as a general framework for arbitrary complex space time codes (STC) for block flat-fading channels [42]. LDC possess symbol coding rates of up to one (the definition of symbol coding rate will be discussed in Section 3.3.1), and can support arbitrary configuration of transmit and receive antennas. In LDC design, minimizing average pairwise error probability (PEP) is shown to be numerically difficult for high rate systems [42]. Rather, LDC design was achieved by formulating a power-constrained optimization problem based on mutual information [42]. Later, Heath and Paulraj proposed a frame-theory-based LDC design to optimize both ergodic capacity and error probability [47]. Although LDC were proposed as STC, we treat LDC in a more general complex symbol matrix coding framework to allow the application of LDC to different system models. Note that

1) LDC also embrace conventional block error control coding (BECC), which work on binary or integer domains, as subclasses, such as product codes;
2) the design criteria of LDC are different from those of BECC;

3) the coding rate of BECC can never be one.

3.2 Definition of LDC

Assume that an uncorrelated data sequence has been modulated using complex-valued source data symbols chosen from an arbitrary, e.g. $r_c$-PSK or $r_c$-QAM, constellation.

A $T \times M$ LDC matrix codeword, $S_{LDC}$, is transmitted from $M$ transmit channels and occupies $T$ channel uses and encodes $Q$ source data symbols. LDC was originally proposed as a complex space-time matrix coding framework [42]. The matrix codeword $S_{LDC}$ is expressed as

$$
S_{LDC} = \sum_{q=1}^{Q} \alpha_q A_q + j\beta_q B_q,
$$

(3.1)

where $S_{LDC} \in \mathbb{C}^{T \times M}$, and $A_q \in \mathbb{C}^{T \times M}$, $B_q \in \mathbb{C}^{T \times M}$, $q = 1, ..., Q$ are called dispersion matrices. The constellation data symbols are defined by

$$
s_q = \alpha_q + j\beta_q, q = 1, ..., Q.
$$

(3.2)

Note that there is another LDC definition with different dispersion matrices, $C_q$ and $D_q$, as follows [42],

$$
S_{LDC} = \sum_{q=1}^{Q} s_q C_q + s_q^* D_q,
$$

(3.3)

where $C_q = \frac{1}{2} (A_q + B_q)$ and $D_q = \frac{1}{2} (A_q - B_q)$, $q = 1, ..., Q$. In this thesis, $A_q$ and $B_q$ are chosen as dispersion matrices.

The basic LDC system was originally formulated as follows [42]:

$$
X = \sqrt{\frac{p}{M}} \sum_{q=1}^{Q} (\alpha_q A_q + j\beta_q B_q)H + V
$$

(3.4)
where space time MIMO channel matrix is $H \in C^{M \times N}$, received signal matrix $X \in C^{T \times N}$ and complex white Gaussian noise $V \in C^{T \times N}$, the normalization $\sqrt{\rho/M}$ ensures that the signal-to-noise-ratio (SNR) at each receive antenna $\rho$ is independent of $M$.

A matrix format of (3.4) can be written as

$$x = \sqrt{\rho/M} H \theta + v,$$

where

$$\theta = [\alpha_1, \beta_1, ..., \alpha_Q, \beta_Q]^T,$$

$$x = \begin{bmatrix} \text{Re}\left([X]_{i,1}\right), \text{Im}\left([X]_{i,1}\right), ..., \text{Re}\left([X]_{i,N}\right), \text{Im}\left([X]_{i,N}\right) \end{bmatrix}^T,$$

$$v = \begin{bmatrix} \text{Re}\left([V]_{i,1}\right), \text{Im}\left([V]_{i,1}\right), ..., \text{Re}\left([V]_{i,N}\right), \text{Im}\left([V]_{i,N}\right) \end{bmatrix}^T,$$

and

$$H = \begin{bmatrix} A_1 h_1 & B_1 h_1 & \cdots & A_Q h_N & B_Q h_N \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ A_1 h_N & B_1 h_N & \cdots & A_Q h_N & B_Q h_N \end{bmatrix},$$

where

$$A_q = \begin{bmatrix} \text{Re}(A_q) & -\text{Im}(A_q) \\ \text{Im}(A_q) & \text{Re}(A_q) \end{bmatrix},$$

$$B_q = \begin{bmatrix} -\text{Im}(B_q) & -\text{Re}(B_q) \\ \text{Re}(B_q) & -\text{Im}(B_q) \end{bmatrix},$$

and

$$h_n = \begin{bmatrix} \text{Re}(H_{i,n}) \\ \text{Im}(H_{i,n}) \end{bmatrix}.$$

The following remarks are in order:

1) The above LDC system model (3.4) requires $(M \times N)$ MIMO block fading channels that are valid only when the channel is constant for at least $T$ channel uses.
2) The matrix model (3.5) is the same as Eq. (23) in [42] except for different notation. It can be observed that (3.4) and (3.5) leads to LDC decoding that requires block fading channel knowledge.

3.3 Coding rate of LDC

3.3.1 Coding rate of LDC defined by Hassibi and Hochwald

Hassibi and Hochwald have defined the coding rate with the unit of bits of LDC as

\[ R = \frac{Q}{T} \log_2 r, \]  

(3.7)

where \( r \) is the size of constellation [42]. This definition may be proper for multiple antenna based MIMO wireless channels. However, this definition may not be proper if LDC are applied into other communications channels, such as frequency-time (FT) channels. In FT channels, the calculated rate is using (3.7) is less than the actual data rate, since a FT channels is a SISO channel. In addition, from only the rate calculated using (3.7), one cannot clearly determine the symbol rate that the LDC achieves, and finally (3.7) does not agree with the conventional definition of error control coding rate.

3.3.2 Symbol coding rate of LDC

This thesis uses the term data symbol coding rate in the units of symbols of LDC, which is defined as

\[ R_{\text{sym}}^{\text{LDC}} = \frac{Q}{MT} \]  

(3.8)

When \( Q = MT \), we therefore refer to the coding rate of LDC as “rate-one”.
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In this thesis, we avoid using the term “full rate”, which may be confused with terminology from the block-based space-time coding literature. For example, while “full rate” commonly refers to a data symbol coding rate of $\frac{Q}{T}$, such “full rate” codes, however, are not information lossless codes if the minimum of the number of transmit and receive antennas, denoted by $N_T$ and $N_R$, respectively, is larger than one [46,98]. Another use of the term “full rate” refers to information lossless codes if $N_T$ is not larger than $N_R$ [76,129]. We remark that in space-time channels, if $\min\{N_T, N_R\} > 1$, the symbol coding rate may be alternatively be defined as

$$R_{LDC}^{sym} = \frac{Q}{T \min\{N_T, N_R\}},$$  \hspace{1cm} (3.9)

which may be appropriate for linear estimation and detection.

The definition (3.8) is also general enough to denote symbol coding rates of complex-valued matrix codes in frequency-time channels [122]. In the rest of this thesis, we employ the definition (3.8) for LDC, using $M$ rather than $N_T$, to apply to both space-time and frequency-time channels.

### 3.3.3 Symbol coding rate one of LDC

The most interested case using (3.8) or (3.9) of symbol coding rate one of LDC is rate-one. This can be explained using the concept of asymptotic-information-lossless (AILL) codes [94]. AILL is a necessary and sufficient condition of achieving the optimal diversity-multiplexing tradeoff, and rate-one based on (3.9) is the necessary condition to be AILL [94].
3.4 Matrix form LDC encoding

3.4.1 A special subclass of LDC

In this thesis, we primarily consider a special subclass of dispersion matrices with the constraints

\[ A_q = B_q, \quad q = 1, ..., Q. \]  \hspace{1cm} (3.10)

Substituting (3.2) and (3.10) into (3.1),

\[ S_{LDC} = \sum_{q=1}^{Q} s_q A_q. \]  \hspace{1cm} (3.11)

Using the \textit{vec} operation, we transform (3.11) into matrix form. Reordering \( S_{LDC} \) and each matrix \( A_q \) into a \( TM \times 1 \) column vector, respectively, by \( \text{vec}(S_{LDC}) \) and \( \text{vec}(A_q) \), we obtain

\[ \text{vec}(S_{LDC}) = \begin{bmatrix} \text{vec}(A_1) & ... & \text{vec}(A_Q) \end{bmatrix} \begin{bmatrix} s_1 \\ \vdots \\ s_Q \end{bmatrix}. \]  \hspace{1cm} (3.12)

An example of that special class of LDC codes is shown as follows. The group of square dispersion matrices of this code, which we call HH Square LDC, satisfies the constraint of (3.10) \[42\], which is

\[ A_{M(k-1)+l} = B_{M(k-1)+l} = \frac{1}{\sqrt{M}}D^{k-1} \Pi^{l-1}, \]  \hspace{1cm} (3.13)

where \( k = 1, ..., M, \ l = 1, ..., M, \)

\[ D = \begin{bmatrix} 1 & 0 & ... & 0 \\ 0 & e^{j\frac{2\pi}{M}} & ... & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & ... & e^{j\frac{2\pi(M-1)}{M}} \end{bmatrix}, \]
and
\[
\Pi = \begin{bmatrix}
0 & 0 & \cdots & 0 & 0 & 1 \\
1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 1 & 0
\end{bmatrix}.
\]

Using the above matrices, the data symbol coding rate of LDC is one.

A possible zero-forcing method to estimate the data symbol vector in (3.12) is to calculate the Moore-Penrose pseudo-inverse of LDC encoding matrix

\[
G_{LDC} = [vec(A_1), ..., vec(A_Q)]
\] (3.14)

offline and store the result.

### 3.4.2 General matrix form

Denote
\[
A_{vec} = \begin{bmatrix}
vec(A_1^T) & vec(A_2^T) & \cdots & vec(A_Q^T)
\end{bmatrix},
\] (3.15)

\[
B_{vec} = \begin{bmatrix}
vec(B_1^T) & vec(B_2^T) & \cdots & vec(B_Q^T)
\end{bmatrix},
\] (3.16)

\[
\alpha_{vec} = \begin{bmatrix}
\alpha_1 & \alpha_2 & \cdots & \alpha_Q
\end{bmatrix}^T,
\] (3.17)

\[
\beta_{vec} = \begin{bmatrix}
\beta_1 & \beta_2 & \cdots & \beta_Q
\end{bmatrix}^T,
\] (3.18)

\[
\theta_{vec} = \begin{bmatrix}
\alpha_{vec}^T & \beta_{vec}^T
\end{bmatrix}^T.
\] (3.19)
\[ \mathbf{G}_{vec} = \begin{bmatrix} \mathbf{A}_{vec} & j\mathbf{B}_{vec} \end{bmatrix}. \]  

(3.20)

\[ \mathbf{s}_{vec} = \begin{bmatrix} s_1 & \cdots & s_Q \end{bmatrix}^T. \]  

(3.21)

In this general case, we have

\[ \text{vec}(\mathbf{S}^T_{LD}) = \mathbf{G}_{vec}\theta_{vec}. \]  

(3.22)

With the constraint in (3.10), we have

\[ \text{vec}(\mathbf{S}^T_{LD}) = \mathbf{A}_{vec}\mathbf{s}_{vec}. \]  

(3.23)

In this special case, the length of the estimated signal vector is only half that of the general case.

Note that (3.12) and (3.23) are used primarily in Chapter 9. There is a slight difference between \( \mathbf{A}_{vec} \) in (3.15) and \( \mathbf{G}_{LDC} \) in (3.14), i.e., the transpose operations, and both \( \mathbf{A}_{vec} \) and \( \mathbf{G}_{LDC} \) can encode LDC in different contexts, respectively. In this thesis, we only call \( \mathbf{G}_{LDC} \) LDC encoding matrix under the constraint (3.10).

### 3.5 LDC decoding

#### 3.5.1 MLD and MLD-like decoding

Conventionally, high complexity decoding, maximum likelihood decoding (MLD) [83, 92] and MLD-like decoding, such as sphere decoding (SD) [17, 43, 53, 113], are primarily considered in literature. Note that the worst case of complexity of both MLD and SD is exponential, which may be prohibitively expensive for practical applications.
3.5.2 Low complexity decoding

Without loss of generality, low complexity linear decoding is employed for performance comparisons via simulations in this thesis. However, the gains offered by the new LDC approaches proposed in this thesis are also applicable to more complex optimal decoders.

3.5.2.1 One step decoding

Based on the equivalent channels, such as (3.6), LDC can be decoded in one-step low-complexity non-linear decoding, such as decision feedback decoding, or linear decoding methods, such as zero-forcing (ZF) and linear minimum mean-square error. One step decoding is a class of decoding approaches, which do not perform the step of channel symbol (LDC coded symbol) estimation but perform data source symbol estimation in one step. One example of this will be shown in Section 5.4. A concurrent approach in one step decoding is also described in [34].

3.5.2.2 Multiple step decoding

In multiple step decoding approaches proposed in this thesis, the first step is channel symbol (LDC coded symbol) estimation, which can be done non-linearly, such as using decision feedback estimation, or linearly, such as using ZF and linear MMSE. The following step is to decode LDC, which may also be done linearly or non-linearly, to estimate source data symbols. After the channel symbol estimation, To estimate the source signal vector, we may use pre-computed zero-forcing (ZF) or Moore-Penrose pseudo-inverse of \( G_{LDC} \), \( G_{vec} \), or \( A_{vec} \) as the decoding matrix. Linear ZF LDC decoding may work well if

1) the designed decoding matrix has full column rank, which depends on proper
2) the channel symbols (LDC coded symbols) are estimated in good quality.

Note that the above LDC decoding requires channel symbols (LDC coded symbols) to first be estimated. After the channel symbol estimation, linear MMSE LDC decoding may also be used with the added complexity in calculating the variance of residual noise of channel symbols. Moreover, if the first step estimation is biased, the residual noise is non-Gaussian, the degraded MMSE approach may not be worth the increased complexity.

### 3.5.3 Complexity level

Assume that the LDC is of size $T \times M$, and one LDC codeword encodes $Q$ source data symbols, and the constellation size of each data symbol is $r_c$. Assume that this LDC is a full diversity code, then the codebook size of this LDC is $r_c^Q$. The complexity level is discussed as follows.

1) Assume that the worst case complexity of MLD or MLD-like LDC decoding is $K_M$, and then $\ln (K_M)$ has complexity of in the level $O(r_c^Q)$.

2) Let $y = \max\{T, M\}$. The channel symbols (LDC coded symbols) are estimated using linear MMSE, and LDC is linearly decoded using the multiplication of an matrix, pre-computed ZF decoding matrix and an estimated signal vector. The complexity of this linear LDC decoding is $O((\max\{T, M\})^3) + O(Q)$. 
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Chapter 4

Rectangular asymptotic information lossless linear dispersion codes

4.1 Introduction

Recently, Shashidhar, Rajan, Sundar, and Kumar introduces the concept of asymptotic-information-lossless (AILL) [94]. A key problem is to design asymptotic information lossless LDC with arbitrary dimensions algebraically. In the literature, there are the only two known classes of LDCs based on algebraically designed LDC that accommodate variable matrix sizes. Hassibi and Hochwald have proposed a class of rate-one square LDC matrices of size $M \times M$ as in Eq. (31) of [42], which we denote as HH square LDC as shown in (3.10). However, in some applications, rectangular rate-one LDC are desirable, e.g., to new approaches that employ LDC across combinations of space, time and frequency dimensions, such as double linear dispersion space-time-frequency-coding (DLD-STFC) [123, 124]. Zhang et. al. propose a class of rate-one rectangular LDC of size $T \times M$ [129]. However, their design requires $T = KM$, where $K$ is a positive integer [129].

As an extension of HH square LDC [42], this chapter proposes a new class of
algebraically designed rate-one rectangular linear dispersion codes of arbitrary size $T \times M$, called uniform linear dispersion codes (U-LDC). When used with double linear dispersion space-time-frequency-coding (DLD-STFC), which will be described later, these systems significantly outperform uncoded MIMO-OFDM systems [123, 124]. Note that, although HH square LDC have been proposed in [42] and shown to have superior performance even in frequency-time channels [122], several important analyses for HH square LDC have not appeared in literature. This chapter provides an analysis of U-LDC (including HH square LDC). This chapter shows that U-LDC (1) meet sub-optimal constraints for both block fading and rapid fading channels, which enables U-LDC to approximately minimize the error union bound [88,89,108–110], (2) are capacity optimal and suitable for multistage receiver design, (3) reach maximal symbolwise diversity [108,109].

The chapter is organized as follows. The design of rectangular rate-one U-LDC is proposed in Section 4.2. The properties of U-LDC are analyzed in Section 4.3. Detailed proofs are provided in appendices.
4.2 Proposed construction of uniform linear dispersion codes

4.2.1 The case of $T \leq M$

Denote

$$D = \begin{bmatrix} 1 & 0 & \cdots & 0 \\
0 & e^{j2\pi T} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & e^{j2\pi(T-1)/T} \end{bmatrix}, \quad \Pi = \begin{bmatrix} 0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \end{bmatrix},$$

$$\Gamma = \begin{bmatrix} 1 & 0 & \cdots & \cdots & 0 & \cdots & 0 \\
0 & 1 & \cdots & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 1 & \cdots & 0 \end{bmatrix},$$

where $D$ is of size $T \times T$, $\Pi$ is of size $M \times M$, and $\Gamma$ is of size $T \times M$.

The $T \times M$ LDC dispersion matrices are:

$$A_{M(k-1)+l} = B_{M(k-1)+l} = \frac{1}{\sqrt{T}}D^{k-1}\Gamma\Pi^{l-1}, \quad (4.1)$$

where $k = 1, \ldots, T$ and $l = 1, \ldots, M$. 
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4.2.2 The case of \( T > M \)

Denote

\[
D = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & e^{j \frac{2\pi}{M}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & e^{j \frac{2\pi (M-1)}{M}}
\end{bmatrix}, \quad \Gamma = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & 0
\end{bmatrix},
\]

where \( D \) is of size \( M \times M \), \( \Pi \), defined earlier, is of size \( T \times T \), and \( \Gamma \) is of size \( T \times M \).

The \( T \times M \) LDC dispersion matrices are:

\[
A_{M(k-1)+l} = B_{M(k-1)+l} = \frac{1}{\sqrt{M}} \Pi^{k-1} \Gamma D^{l-1},
\]

where \( k = 1, \ldots, T \) and \( l = 1, \ldots, M \).

4.3 Properties of uniform linear dispersion codes

4.3.1 Entries of U-LDC dispersion matrices

To derive and prove the following properties of U-LDC, it is useful to obtain expressions for the entries of U-LDC dispersion matrices, which are provided in Appendix A.1.

4.3.2 Encoding matrix of U-LDC is unitary

**Property 1** For uniform linear dispersion codes with arbitrary size \( T \times M \) dispersion matrices \( A_q, q = 1, \ldots, TM \), the encoding matrix \( G_{LDC} = [\text{vec}(A_1), \ldots, \text{vec}(A_{TM})] \) is
Proof: See Appendix A.2.

With regard to Property 1, we have the following remarks.

1) According to Theorem 1 of [47], as shown in Section 2.5.6, the unitary property, \( G_{LDC} [G_{LDC}^\mathbb{H}] = I_{TM} \), ensures that U-LDC is capacity optimal in block-fading space-time channels.

2) According to the condition shown in [94], the unitary property of \( G_{LDC} \) ensures U-LDC AILL.

3) The unitary matrix \( G_{LDC} \) ensures the uncorrelatedness of U-LDC coded symbols for uncorrelated data source symbols. This enables computationally simpler multi-stage receivers to perform without significant loss in comparison to single-stage receivers as shown in Chapter 7 and 8.

### 4.3.3 U-LDC optimality

In the proofs of our results of this subsection, we need to derive expressions for \( A_{q_1} [A_{q_2}]^\mathbb{H} \) and \( [A_{q_1}]^\mathbb{H} A_{q_2} \), where \( q_1 = M(k_1 - 1) + l_1 \), \( q_2 = M(k_2 - 1) + l_2 \), \( k_1, k_2 = 1, ..., T \), \( l_1, l_2 = 1, ..., M \), \( A^{(k_1,l_1)} = A_{q_1} \), and \( A^{(k_2,l_2)} = A_{q_2} \), which are provided in Appendix A.3.

**Property 2** Uniform linear dispersion codes of arbitrary size \( T \times M \) dispersion matrices \( A_q, q = 1, ..., TM \) meet the optimal energy constraint under capacity optimization [42], i.e.,

\[
Tr \left[ [A_q]^\mathbb{H} A_q \right] = \frac{TM}{Q} = 1,
\] (4.3)
where $Q = TM$. If $T \geq M$, U-LDC meets the more restrictive constraint

$$[A_q]^H A_q = \frac{1}{M} I_M$$

(4.4)

**Proof**: See Appendix A.4.

**Property 3** For uniform linear dispersion codes with arbitrary size $T \times M$ dispersion matrices $A_q, q = 1, ..., TM$, the following constraint minimizes the error union bound in the absence of correlation among rapid fading transmit channels:

$$Tr \left[ vec(A_p) [vec(A_q)]^H \right] = 0.$$  

(4.5)

In the presence of correlation, however, the above constraint is suboptimum and is only able to minimize the component of the EUB arising from inter-symbol-interference (see Section 7.5 and Appendix D.2).

**Proof**: See Appendix A.5.

**Property 4** Uniform linear dispersion codes with arbitrary size $T \times M$ dispersion matrices $A_q, q = 1, ..., TM$ meet the traceless minimal non-orthogonality criterion for block quasi-static fading channels [108, 109],

$$Tr \left[ [A_{q_1}]^H A_{q_2} \right] = Tr \left[ A_{q_1} [A_{q_2}]^H \right] = 0$$

(4.6)

for any $1 \leq q_1 \neq q_2 \leq TM$.

**Proof**: See Appendix A.6.

We remark that

1) Error union bound (EUB) is an upper bound on the average error probability, and as such is an average of the pairwise error probabilities between all pairs of
codewords. The system performance in terms of average bit error rate (BER) is not only related to pairwise error probabilities but also to the EUB, an indicator of average system performance.

2) Property 3 states that U-LDC approximately minimize EUB in 2-D (e.g. space-time) time-varying channels. In Section 7.5 and Appendix D.2, it is proven that (4.5) is a criterion for minimizing the dominant inter-symbol-interferences for rapid fading channels, if the auto-correlation of channel elements in the 2-D channel dominates the cross-correlation of any two different channel elements in 2-D channels.

3) Property 4 is called the traceless minimal non-orthogonality criterion in [108, 109], which is related to the error union bound (EUB) [88, 89, 110]. In [110], Tirkkonen and Kokkonen have more recently proven that (4.6) minimizes the dominant self-interference related to EUB, referred to as the Frobenius orthogonality criterion or traceless self-interference.

Thus, U-LDC based systems may achieve low average bit error rate (BER) in both rapid and block fading channels.

4.3.4 Symbolwise diversity order of U-LDC

Symbolwise diversity, first defined in [108], is a special case of full diversity in that protection against single-symbol errors is a necessary condition for full diversity protection against multiple-symbol errors. In a well-designed code, the number of bit-errors in a codeword is a monotonically increasing with the reduction of the squared Euclidean distance. Specifically, the squared Euclidean distance is proportional to a
sum of the squared symbolwise Euclidean distances, which is essentially the significance of symbolwise diversity [108,109].

Although U-LDC may not be full diversity codes, U-LDC achieves maximal symbolwise diversity in space-time block fading channels.

**Property 5** Uniform linear dispersion codes of arbitrary size $T \times M$ dispersion matrices $A_q, q = 1, ..., TM$ achieve symbolwise diversity order $r = \min\{M, T\}$

*Proof:* See Appendix A.7.

### 4.4 Conclusion

In summary, this chapter proposes and analyzes a new class of rate-one AILL rectangular linear dispersion codes of arbitrary size, termed uniform linear dispersion codes (U-LDC), which support high performance and lower complexity though multiple stage decoding when applied to space-time-frequency coding design [123]. Although it has not been proven that U-LDC are full diversity codes, U-LDC has been shown to achieve maximal symbolwise diversity order in space time block fading channels. This chapter also shows that U-LDC of arbitrary size possess several important and attractive properties, including

1) the satisfaction of error union bound constraints for both rapid and block fading channels which ensures low average bit error rates;

2) suitability for low complexity multi-stage receiver designs;

3) capacity optimality for space-time channels.
Chapter 5

Linear dispersion over time and frequency

5.1 Introduction

In recent years, multicarrier communications systems, especially those employing orthogonal frequency division multiplexing (OFDM) [5], have received increasing attention for high-data-rate communications in frequency selective fading environments [48]. In fact, OFDM has been accepted as a component of multiple industrial standards for high-data-rate communications [23, 48, 87, 106]. By serial-to-parallel (S/P) conversion, OFDM transforms a single wideband multipath channel into multiple parallel narrowband flat fading channels, enabling simple equalization.

In practical OFDM system design, it is important to notice that uncoded OFDM cannot provide the same order of diversity as uncoded single-carrier systems in severe frequency-selective fading environments, since the frequency responses of channel space branches differ from one another. One technique to mitigate the above problem is the combination of interleaving and forward error correction across all sub-channels at the price of reduced bandwidth efficiency, i.e., coded OFDM (COFDM) [49, 60, 64, 69, 95, 134].
A critical issue related to bandwidth efficiency for high-data-rate transmission is the coding rate. In conventional COFDM, the coding rate usually is less than one, and thus achieving appropriate trade-offs between coding rate and error probability are critical design criteria. Recently, as an alternative to error control coding, linear precoding has been combined with OFDM to exploit or maximally exploit frequency diversity [71,114]. To further improve performance, linear constellation precoding [126] was more recently proposed to combine with OFDM, known as LCP-OFDM, to maximize not only frequency diversity gain but also coding gain [72]. However, LCP-OFDM is not able to exploit time diversity over different OFDM blocks in the channels.

The contributions and organization of this chapter is discussed as follows.

1) This chapter proposes a high-rate (rate up to unity) linear dispersion coded OFDM (LDC-OFDM) system that improves BER performance and exploits diversity across both multiple subcarrier channels and multiple OFDM blocks. By considering guard intervals, cyclic prefix (CP) and zero-padding (ZP), we propose LDC-CP-OFDM and LDC-ZP-OFDM, respectively. We show that LDC-OFDM outperforms LCP-OFDM in dynamic frequency-selective fading channels.

2) One LDC-OFDM block consists of $T$ OFDM blocks. The basic signal detection strategy of LDC-OFDM proposed in this chapter involves a layered, complexity-reduced, backward-compatible two-step-estimation (TSE) procedure: first, the receiver estimates channel symbols per OFDM block; second, the receiver estimates complex data symbols from the whole LDC-OFDM block. Data bits are then detected.
3) For comparison purposes, this chapter also formulates a one-step-estimation (OSE) system procedure and system equations for LDC-OFDM, which treats LDC-OFDM as a single linear system acting over multiple OFDM blocks and which also may facilitate LDC-OFDM system analysis.

4) This chapter analytically shows that a properly designed LDC-OFDM may fully utilize available time and frequency diversity, and provides a design criterion for full-diversity frequency-time block codes.

5) Through simulations, this chapter investigates two performance related factors:

   a. imperfect channel estimation for LDC-CP-OFDM,
   b. low complexity receivers for LDC-ZP-OFDM.

This chapter is organized as follows. In Section 5.2, the construction of an LDC-OFDM block is proposed. The proposed TSE based LDC-OFDM system is discussed in Section 5.3, and the proposed receiver structure is illustrated. In Section 5.4, the system equations of OSE based LDC-OFDM are established. An analytical discussion of diversity properties of LDC-OFDM is given in Section 5.5. Performance analysis and comparison of LDC-OFDM is presented in Section 5.6.

5.2 Proposed LDC-OFDM block construction

Let there be \( N_C \) subcarriers in one OFDM block. One LDC-OFDM block, illustrated in Figure 5.1, consists of \( T \) adjacent OFDM blocks. An LDC-OFDM system includes \( D \) LDC codewords, each with LDC matrices occupying \( N_{F(i)} \) subcarriers and \( T \) OFDM blocks \( \in \mathbb{C}^{T \times N_{F(i)}} \), \( i = 1, \ldots, D \), with \( \sum_{i=1}^{D} N_{F(i)} = N_C \). In OFDM systems, since the
number of subcarriers is typically much higher than the number of antennas in space-time MIMO systems, LDC has more freedom to choose larger dispersion matrices. In addition, the low correlation across subcarriers in OFDM serves as an advantage for LDC-OFDM.

One LDC-OFDM block is organized into the $T \times N_C$ matrix:

$$\mathbf{S}_{LDC-OFDM-block} = \begin{bmatrix} \mathbf{s}_{OFDM}^{(1)^T} \\ \vdots \\ \mathbf{s}_{OFDM}^{(T)^T} \end{bmatrix}$$

(5.1)

where $\mathbf{S}_{LDC-OFDM-block} \in \mathbb{C}^{T \times N_C}$ and $\mathbf{s}_{OFDM}^{(k)}$ is the $k$-th OFDM block symbol vector of size $1 \times N_C$, and represents the transmitted complex symbol vector before the inverse Fourier transformation in the transmitter for the $k^{th}$ OFDM transmitted block. $\mathbf{s}_{OFDM}^{(k)}$ consists of all the $D$ row vectors $\mathbf{S}_{LDC(k,.)}^{(i)}$, $i = 1, \ldots, D$, where $\mathbf{S}_{LDC(k,.)}^{(i)} \in \mathbb{C}^{1 \times N_F(i)}$ is
the $k$-th row of the $i$-th LDC matrix codeword $S^{(i)}_{LDC}$ in a single LDC-OFDM block. $S^{(i)}_{LDC(k,.)}$ occupies $N_{F(i)}$ subcarriers, and it is not necessary that the $N_{F(i)}$ subcarriers are spectrally adjacent.

## 5.3 TSE based LDC-OFDM

### 5.3.1 Two step estimation and its necessary condition for LDC decoding

Maximum-likelihood (ML) or MLD-like sphere decoding (SD) for LDC decoding methods have been studied extensively [42, 47], and both are with high computational complexity. Further, channel symbol estimation and LDC decoding is not separated, which results in channel knowledge dependency for LDC decoding and the large symbol size decoding block [42]. To remove direct channel knowledge dependency and reduce complexity, we propose the concept of two step estimation (TSE).

The basic idea of layered decoding has also been discussed in Section 3.5.2.

The TSE procedure may be applied to LDC-OFDM to permit the channel coefficients to change per each OFDM block instead of per $T$ OFDM blocks. This enables an LDC decoding layer to be independent of the specific equalizers used and enables wide applicability for enhancing different standards. A possible zero-forcing method to estimate the data symbol vector in (3.12) is to calculate the Moore-Penrose pseudo-inverse of LDC encoding matrix $G_{LDC}$ offline and store the result. If $G_{LDC}$ has full column rank, we obtain the least squares solution

$$
\left[ G_{LDC}^{(i)} \right]^\dagger = \left[ \left[ G_{LDC}^{(i)} \right]^\mathcal{H} G_{LDC}^{(i)} \right]^{-1} \left[ G_{LDC}^{(i)} \right]^\mathcal{H}.
$$

(5.2)

To remove the direct dependency of LDC decoding on channel symbol estimation,
LDC designs need to meet the following:

**Correlation criterion:** Denote the correlation matrix of \( \text{vec}(S_{LDC}^T) \) as \( R_{\text{vec}}(S_{LDC}^T) \).

For the case that channel symbols per channel use or per row of \( S_{LDC} \) are block-wise estimated, \( S_{LDC} \) needs to be row-wise uncorrelated. In other words, \( R_{\text{vec}}(S_{LDC}^T) \) has block diagonal form,

\[
R_{\text{vec}}(S_{LDC}^T) = \begin{bmatrix}
R_{S_{LDC}(1,\cdot)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & R_{S_{LDC}(T,\cdot)}
\end{bmatrix}
\] (5.3)

where \( R_{S_{LDC}(k,\cdot)} \in \mathbb{C}^{M \times M}, k = 1,\ldots,T \) is the correlation matrix of the \( k \)-th row vector of \( S_{LDC} \), and \( 0 \)s are \( M \times M \) zero matrices. For the case that channel symbols are estimated per channel symbol or per element of \( S_{LDC} \), \( S_{LDC} \) needs to be element-wise uncorrelated. In other words, \( R_{\text{vec}}(S_{LDC}^T) \) needs to be diagonal, and more restrictive constraints are applied.

The two steps are:

1) **Signal estimation per channel use:**

Signals in each of \( T \) channel uses are estimated. No immediate signal detection is performed (In different channel uses, channel matrices may be different);

2) **Data symbol estimation and detection per LDC block:**

The data symbols corresponding to one LDC codeword are estimated (In this step, channel knowledge is not required). Bit detection is then performed.

Note that unlike conventional iterative estimation methods, each TSE step operates on different physical dimensions of signals, which could have different sized symbol blocks. LDC encoding and decoding only requires matrix-vector multiplication. The per-data-symbol complexity of encoding and decoding is constant and
proportional to the data symbol coding rate of LDC.

5.3.2 TSE based LDC-OFDM system

5.3.2.1 Wideband OFDM model

The OFDM system has been introduced in Section 2.3.1. During transmission, for the $k$-th block of $N_C$ IFFT transformed complex symbols, a block of $P$ symbols (a OFDM block and its guard interval) undergoes order $L$ frequency selective, time flat Rayleigh fading channel with coefficients $\mathbf{h}^{(k)} = \left[ h_0^{(k)}, ..., h_L^{(k)} \right]^T$. Choosing $P \geq N_C + L$, the inter-block interference due to the previous transmitted block is eliminated by a guard interval of size $(P - N_C)$.

Denote $s_{OFDM}^{(k)}(p), p = 1, ..., N_C$ as the channel symbol transmitted on the $p$-th subcarrier during the $k$-th OFDM block. The receiver experiences additive complex Gaussian noise. Before transmission, a guard interval (cyclic prefix (CP)) is added to each OFDM block. After FFT processing, the received symbol is

$$x_p^{(k)} = \sqrt{\rho}H_p^{(k)}s_{OFDM}^{(k)}(p) + v_p^{(k)}, \ p = 1, ..., N_c$$

(5.4)

where $H_p^{(k)}$ is the $p$-th subcarrier channel gain during the $k$-th OFDM block, and

$$H_p^{(k)} = \sum_{l=0}^{L} h_l^{(k)} e^{-j(2\pi/N_c)l(p-1)},$$

or

$$H_p^{(k)} = [w_p]^T \mathbf{h}^{(k)},$$

(5.5)

where

$$w_p = [1, \omega^{p-1}, \omega^{2(p-1)}, \ldots, \omega^{L(p-1)}]^T$$

and

$$\omega = e^{-j(2\pi/N_c)}.$$
The additive noise is circularly symmetric, zero-mean, complex Gaussian with variance $N_0$. Assume additive noise is statistically independent for different $k$, and $\rho$ is the normalized signal to noise ratio (SNR).

The CP-OFDM system may also be written in block matrix form,

$$x^{(k)} = \sqrt{\rho}D^{(k)}_{H} s^{(k)}_{OFDM} + v^{(k)}$$

(5.6)

where $x^{(k)}$ and $v^{(k)}$ are the frequency domain received signal and noise vector, respectively. $D^{(k)}_{H} = F_{N_C}H^{(k)}[F_{N_C}]^H = \text{diag}(H^{(k)}_1, ..., H^{(k)}_{N_C})$,

$$[F_{N_C}]_{m,n} = \frac{1}{\sqrt{N_C}}e^{-j2\pi(m-1)(n-1)/N_C}$$

(5.7)

and

$$[H^{(k)}]_{m,n} = h^{(k)}_{(m-n) \mod N_C}.$$  

(5.8)

When zero-padding (ZP) is consider as the OFDM guard interval, orthogonality is destroyed, and the system model does not have a simple frequency domain element form as shown in (5.4). However, the ZP-OFDM system model can be written as block matrix form in the time domain,

$$x^{(k)}_{ZP,OFDM} = \sqrt{\rho}H^{(k)}_0 [F_{N_C}]^H s^{(k)}_{OFDM} + v^{(k)}_{ZP,OFDM}$$

(5.9)

with the $k$-th received ZP-OFDM block $x^{(k)}_{ZP,OFDM} \in C^{P\times1}$, and the frequency selective channel matrix $H^{(k)}_0 \in C^{P\times N_C}$ corresponding to the $k$-th OFDM block. The Toeplitz channel matrix $H^{(k)}_0$ is always guaranteed to be invertible, regardless of the channel zero locations [66]. Zero-mean white additive complex Gaussian noise vector is represented by $v^{(k)}_{ZP,OFDM}$.
5.3.2.2 TSE based LDC-OFDM system

The proposed TSE LDC decoding procedure in Section 5.3.1 is applied to the wide-band OFDM channel described above.

![Diagram of TSE based LDC-OFDM system](image)

Figure 5.2. Proposed TSE based LDC-OFDM system (the dashed lines indicate the enhancement parts over conventional OFDM system)

The differences between conventional OFDM and the proposed TSE based LDC-OFDM are indicated by the dashed lines in Figure 5.2. Note that the block size used in the proposed system differs from that of the conventional OFDM system.

5.3.2.3 LDC-OFDM receiver

The receiver for LDC-OFDM, illustrated in Figure 5.4, first estimates the signals in \( T \) OFDM blocks. Second, the estimated \( S_{\text{LDC-OFDM}} \) is reorganized into \( D \) LDC blocks. The \( D \) LDC demodulators operate in parallel, followed by data bit detection. Denote the LDC encoding matrix of the \( i \)-th LDC matrix codeword \( S_{\text{LDC}}^{(i)} \) as \( G_{\text{LDC}}^{(i)} \), which encodes source data symbol vector with zero mean, unit variance, \( s^{(i)} = [s^{(i)}_1, ..., s^{(i)}_{Q_i}] \), \( Q_i \) is the number of source data symbols in \( s^{(i)} \). If \( G_{\text{LDC}}^{(i)} = G_{\text{LDC}}, i = 1, ..., D \) are unitary matrices, the correlation matrices of \( s_{\text{OFDM}}^{(k)} \), \( k = 1, ..., T \) are identity matrices. Note that, in general, unitariness is not
Figure 5.3. Layered structure of TSE based LDC-OFDM communications.

Figure 5.4. Proposed TSE based LDC-OFDM receiver structure.
a necessary condition for $G_{LDC}^{(i)}$.

Due to the independence of the two estimation steps, TSE LDC-OFDM systems possess the layered structure shown in Figure 5.3, which provides flexible choices for system design and communications error control.

5.3.2.3.1 First estimation step - OFDM Demodulation In the proposed TSE based LDC decoding strategy, LDC decoding is independent of OFDM signal estimation. Thus the proposed TSE based LDC-OFDM system could be made backwards-compatible with conventional OFDM systems.

In Section 5.6, minimum-mean-squared-error MMSE equalizers are chosen to investigate error performance. Assuming that OFDM symbols are normalized with unit variance, the respective equalizers are given by [66]

1) case of CP-OFDM

$$G_{OFDM,CP,MMSE}^{(k)} = \sqrt{\rho} C_{s_{OFDM}^{(k)}} (D_{H}^{(k)})^H \cdot \left( I_{N_C} + \rho D_{H}^{(k)} C_{s_{OFDM}^{(k)}} (D_{H}^{(k)})^H \right)^{-1}. \quad (5.10)$$

and

$$\hat{s}_{OFDM}^{(k)} = G_{OFDM,CP,MMSE}^{(k)} x^{(k)}, \quad (5.11)$$

2) case of ZP-OFDM

$$G_{OFDM,ZP,MMSE}^{(k)} = \sqrt{\rho} F_{N_C} C_{s_{OFDM}^{(k)}} (H_{0}^{(k)})^H \cdot \left( I_{P} + \rho H_{0}^{(k)} [F_{N_C}]^H C_{s_{OFDM}^{(k)}} F_{N_C} (H_{0}^{(k)})^H \right)^{-1}. \quad (5.12)$$

and

$$\hat{s}_{OFDM}^{(k)} = G_{OFDM,ZP,MMSE}^{(k)} x_{ZP,OFDM}^{(k)}, \quad (5.13)$$
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where \( k = 1, \ldots, T \), \( \mathbf{C}_{s_{OFDM}^{(k)}} \) is the covariance matrix of the \( k \)-th OFDM block symbols, \( \mathbf{C}_{s_{OFDM}^{(k)}} \) can be derived using \( \mathbf{G}_{LDC}^{(i)} \), \( i = 1, \ldots, D \).

When \( \mathbf{G}_{LDC}^{(i)}, i = 1, \ldots, D \) is unitary, the equalizers could be written as

1) case of CP-OFDM

\[
\mathbf{G}_{OFDM,CP-MMSE}^{(k)} = \sqrt{\rho} \left( \mathbf{D}_{\mathbf{H}}^{(k)} \right)^{\mathcal{H}} \left( \mathbf{I}_{N_C} + \rho \mathbf{D}_{\mathbf{H}}^{(k)} \left( \mathbf{D}_{\mathbf{H}}^{(k)} \right)^{\mathcal{H}} \right)^{-1} \tag{5.14}
\]

2) case of ZP-OFDM

\[
\mathbf{G}_{OFDM,ZP-MMSE}^{(k)} = \sqrt{\rho} \mathbf{F}_{NC} \left( \mathbf{H}_{0}^{(k)} \right)^{\mathcal{H}} \left( \mathbf{I}_{P} + \rho \mathbf{H}_{0}^{(k)} \left( \mathbf{H}_{0}^{(k)} \right)^{\mathcal{H}} \right)^{-1}. \tag{5.15}
\]

It is easy to show that if \( \mathbf{G}_{LDC}^{(i)}, i = 1, \ldots, D \) is unitary, (5.15) is much more complex than (5.14) when matrix dimensions are high, since \( \mathbf{D}_{\mathbf{H}}^{(k)} \) is diagonal, and the matrix inversion operation (5.10) may be simplified to element-wise inversion operations. Based on the layer-independent design principle of TSE based LDC-OFDM, a lower complexity solution for ZP-OFDM may be found. A possible solution is via a ZP-OFDM-FAST-MMSE approach [66]: Denote

\[
\mathbf{F}_{ZP} = \begin{bmatrix} \mathbf{F}_{NC} & \mathbf{0}_{(P-N_C) \times N_C} \end{bmatrix}^{\mathcal{H}}, \quad \mathbf{U} = [\mathbf{F}_{P} \mathbf{F}_{ZP}]^{\dagger},
\]

\[
\mathbf{D}_{\mathbf{H}_{P}^{(k)}}^{(k)} = \mathbf{F}_{P} \mathcal{C}_{P}^{(h^{(k)})} [\mathbf{F}_{P}]^{\mathcal{H}},
\]

where \( \mathcal{C}_{P}^{(h^{(k)})} \) is a \( P \times P \) circulant matrix, and \( \mathcal{C}_{P}^{(h^{(k)})} = \mathcal{C}_{P}(h_{0}^{(k)}, 0, \ldots, h_{L}^{(k)}, \ldots, h_{1}^{(k)}) \).

Then the low complexity MMSE ZP-OFDM equalizer corresponding to (5.15) is given as

\[
\mathbf{G}_{OFDM,ZP,FAST,MMSE}^{(k)} = \mathbf{U} \left[ \mathbf{D}_{\mathbf{H}_{P}^{(k)}}^{(k)} \right]^{\mathcal{H}} \left[ \frac{P}{N_C} \mathbf{I}_P + \rho \mathbf{D}_{\mathbf{H}_{P}^{(k)}}^{(k)} \left[ \mathbf{D}_{\mathbf{H}_{P}^{(k)}}^{(k)} \right]^{\mathcal{H}} \right]^{-1}. \tag{5.16}
\]

Note that \( \mathbf{U} \) could be precomputed; \( \mathbf{D}_{\mathbf{H}_{P}^{(k)}}^{(k)} \) is diagonal, simplifying the matrix inversion operation.
5.3.2.3.2 Second estimation step - LDC-OFDM Block Demodulation

Re-organizing the estimation results of the first estimation step into \( D \) estimated LDC matrix codewords, \( \hat{S}_{LDC}^{(i)}, i = 1, ..., D \), the estimated data symbol vectors corresponding to \( D \) LDC blocks are

\[
\hat{s}^{(i)} = \left[ G_{LDC}^{(i)} \right] \dagger \text{vec} \left( \hat{S}_{LDC}^{(i)} \right).
\] (5.17)

5.4 OSE based LDC-OFDM

This section discusses one-step-estimation (OSE) system strategy of LDC-OFDM. Basically, OSE LDC decoding strategy is to integrate LDC decoding and channel symbol estimation, that is to say this procedure processes one LDC codeword together with channel knowledge, thus OSE strategy with high complexity, especially in the case of using maximum-likelihood or MLD-like sphere decoding. Although we start to use the term OSE, actually OSE strategy has been applied to LDC decoding in space time channels and chosen by primary LDC research community [42, 47], in addition, existing work assume channel coefficients constant over time during one LDC codeword. This section proposes to use an OSE strategy for LDC in frequency time channels, and assumes channel coefficients may vary over time during one LDC codeword.

5.4.1 LDC coding matrix for OSE system

Recall \( G_{LDC} \) and \( A_{vec} \) have been defined in (3.14) and (3.15), where

\[
G_{LDC} = [vec(A_1), ..., vec(A_Q)]
\]
and
\[
A_{vec} = \begin{bmatrix}
vec(A_1^T) & vec(A_2^T) & \ldots & vec(A_Q^T)
\end{bmatrix}.
\]

There is a permutation relation between \(A_{vec}\) and \(G_{LDC}\),
\[
A_{vec} = PG_{LDC},
\]
where \(P\) is a permutation matrix,
\[
P = \begin{bmatrix}
I_M \otimes a_T^{(1)} \\
I_M \otimes a_T^{(2)} \\
\vdots \\
I_M \otimes a_T^{(T)}
\end{bmatrix}
\]
where \(a_T^{(k)}, k = 1, \ldots, T\) is a row vector with size \(1 \times T\), and with a one in the \(k\)-th entry and with zero in all the other entries.

We choose \(A_{vec}\) for LDC encoding to facilitate establishing one-step system equations.

## 5.4.2 OSE LDC-OFDM system model

### 5.4.2.1 Component matrices

The receiver signal vector of OSE LDC-OFDM is

1) case of LDC-CP-OFDM

\[
x_{LDC,CP,OFDM} = \left[\left[ x^{(1)} \right]^T, \ldots, \left[ x^{(T)} \right]^T \right]^T,
\]

2) case of LDC-ZP-OFDM

\[
x_{LDC,ZP,OFDM} = \left[\left[ x_{ZP,OFDM}^{(1)} \right]^T, \ldots, \left[ x_{ZP,OFDM}^{(T)} \right]^T \right]^T,
\]
where frequency domain $\mathbf{x}^{(k)} \in \mathbb{C}^{N_C \times 1}$ and time domain $\mathbf{x}_{ZP,OFDM}^{(k)} \in \mathbb{C}^{P \times 1}$, $k = 1, \ldots, T$ are the receiving vectors corresponding to the $k$-th OFDM block in a single LDC-CP-OFDM or LDC-ZP-OFDM block respectively.

The system channel matrix is

1) case of LDC-CP-OFDM

$$
\mathbf{H}_{CP} = \begin{bmatrix}
\mathbf{H}^{(1)} & \cdots & \mathbf{0}_{N_C \times N_C} \\
\vdots & \ddots & \vdots \\
\mathbf{0}_{N_C \times N_C} & \cdots & \mathbf{H}^{(T)} 
\end{bmatrix},
$$

(5.22)

2) case of LDC-ZP-OFDM

$$
\mathbf{H}_{ZP} = \begin{bmatrix}
\mathbf{H}_0^{(1)} & \cdots & \mathbf{0}_{P \times N_C} \\
\vdots & \ddots & \vdots \\
\mathbf{0}_{P \times N_C} & \cdots & \mathbf{H}_0^{(T)} 
\end{bmatrix},
$$

(5.23)

where $\mathbf{H}^{(k)} \in \mathbb{C}^{N_C \times N_C}$ and $\mathbf{H}_0^{(k)} \in \mathbb{C}^{P \times N_C}$, $k = 1, \ldots, T$ are frequency selective channel matrix corresponding to the $k$-th OFDM block in a single LDC-CP-OFDM and LDC-ZP-OFDM block respectively.

The block-diagonal discrete Fourier transform system matrix for $T$ blocks is

$$
\mathbf{F} = \begin{bmatrix}
\mathbf{F}_{N_C} & \cdots & \mathbf{0}_{N_C \times N_C} \\
\vdots & \ddots & \vdots \\
\mathbf{0}_{N_C \times N_C} & \cdots & \mathbf{F}_{N_C} 
\end{bmatrix},
$$

(5.24)

where $\mathbf{F}_{N_C} \in \mathbb{C}^{N_C \times N_C}$, defined in (5.7), is an $N_C$-point FFT matrix.

The complex Gaussian noise vector is

1) case of LDC-CP-OFDM

$$
\mathbf{v}_{LDC,CP,OFDM} = \begin{bmatrix} [\mathbf{v}^{(1)}]^T, \ldots, [\mathbf{v}^{(T)}]^T \end{bmatrix}^T,
$$

(5.25)
2) case of LDC-ZP-OFDM

\[
v_{LDC-ZP-OFDM} = \left[ v_{ZP-OFDM}^{(1)} \right]^T, \ldots, \left[ v_{ZP-OFDM}^{(T)} \right]^T \right]^T, \quad (5.26)
\]

where frequency domain \( v^{(k)} \in C^{N_c \times 1} \) and time domain \( v^{(k)}_{ZP-OFDM} \in C^{P \times 1} \), \( k = 1, \ldots, T \) are the additive noise vectors corresponding to the \( k \)-th OFDM block in a single LDC-CP-OFDM or LDC-ZP-OFDM block respectively.

The system complex symbol vector before inverse FFT processing at transmitter is

\[
s_{OFDM} = \left[ s_{OFDM}^{(1)} \right]^T, \ldots, \left[ s_{OFDM}^{(T)} \right]^T \right]^T \quad (5.27)
\]

where \( s_{OFDM}^{(k)} \in C^{N_c \times 1} \), \( k = 1, \ldots, T \) are the complex valued symbol vectors to be operated upon with inverse fast Fourier transform \( F_N^H \) corresponding to each of \( T \) OFDM blocks in a single LDC-OFDM block.

### 5.4.2.2 LDC-OFDM block system model

The OSE LDC-OFDM system of equations over \( T \) OFDM blocks could be written as

1) case of LDC-CP-OFDM

\[
x_{LDC-CP-OFDM} = \sqrt{\rho}F_{CP}F_{CP}^H s_{OFDM} + v_{LDC-CP-OFDM} \quad (5.28)
\]

2) case of LDC-ZP-OFDM

\[
x_{LDC-ZP-OFDM} = \sqrt{\rho}H_{ZP}F_{OFDM}^H s_{OFDM} + v_{LDC-ZP-OFDM} \quad (5.29)
\]
Let $D = \text{FH}_{CP}\text{FH}$, the OSE system equation of LDC-CP-OFDM, (5.28), can be rewritten as

$$x_{\text{LDC-CP-OFDM}} = \sqrt{\rho}Ds_{\text{OFDM}} + v_{\text{LDC-CP-OFDM}}$$  \hspace{1cm} (5.30)

### 5.4.2.3 Construction of LDC-OFDM codeword vector

The system channel complex symbol vector of OSE based LDC-OFDM actually is a permutation of $D$ LDC codeword symbols. We could write $s_{\text{OFDM}} = Ts$, where $s = \left[ [s^{(1)}]^T, ..., [s^{(D)}]^T \right]^T$, and $s^{(i)} = \left[ s_1^{(i)}, ..., s_{Q_i}^{(i)} \right]^T$ is the data source symbol vector for the $i$-th LDC codeword within one LDC-OFDM block. The transformation matrix $T$ could be written as

$$T = \begin{bmatrix}
\Omega & \cdots & 0_{NC \times NC} \\
\vdots & \ddots & \vdots \\
0_{NC \times NC} & \cdots & \Omega
\end{bmatrix} \Psi \begin{bmatrix}
P^{(1)}G^{(1)}_{\text{LDC}} & \cdots & 0_{TNF^{(1)} \times QD} \\
\vdots & \ddots & \vdots \\
0_{TNF^{(D)} \times Q1} & \cdots & P^{(D)}G^{(D)}_{\text{LDC}}
\end{bmatrix}$$  \hspace{1cm} (5.31)

where $\Psi$ initially maps the $k$-th rows $D$ LDC codewords to a vector, say $s_{\text{OFDM}}^{(k)}$, which just connects all the $k$-th rows for the $k$-th OFDM block. $\Omega$ of size $NC \times NC$ is the permutation matrix of determining the mappings from $s_{\text{OFDM}}^{(k)}$ to actual OFDM subcarriers $s_{\text{OFDM}}^{(k)}$ in the $k$-th OFDM block, and $\Omega$ is the same for all OFDM blocks. $P^{(i)}$, $i = 1, ..., D$ has been defined in (5.19).

Without loss of generality, for simplicity, we consider the case $N_{F(i)} = N_F, i = 1, .., D$ and $Q_i = Q, i = 1, ..., D$, all the LDC codewords use the same encoding matrix $U = PG_{\text{LDC}} \in C^{TN_f \times Q}$, and for all $T$ OFDM blocks, the rows of LDC codewords
follow the same rules of mapping to OFDM subcarriers, the we could write

\[
\Psi = \begin{bmatrix}
I_D \otimes \Theta_{(1)} \\
I_D \otimes \Theta_{(2)} \\
\vdots \\
I_D \otimes \Theta_{(T)}
\end{bmatrix},
\]

where \( \Theta_{(k)} \) is a permutation matrix of size \( N_F \times N_F T \), \( \Theta_{(k)} = cT_{(k)} \otimes I_{N_F} \), and \( c_{T(k)} \) is a row vector of size \( 1 \times T \), and with 1 in the \( k \)-th entry and with 0 in all the other entries.

5.4.3 Full system model for OSE based LDC-OFDM system and its receiver

The full form of proposed linear system equations of OSE based LDC-OFDM (5.30) and (5.29) can be written as

1) case of LDC-CP-OFDM

\[
x_{LDC,CP,OFDM} = \sqrt{\rho} DTs + v_{LDC,CP,OFDM}
\]

2) case of LDC-ZP-OFDM

\[
x_{LDC,ZP,OFDM} = \sqrt{\rho} H_{ZF}F^{H}Ts + v_{LDC,ZP,OFDM}
\]

Letting \( Z_{CP} = DT \) and \( Z_{ZP} = H_{ZF}F^{H}T \), we rewrite Eq. (5.32) and (5.33) as

1) case of LDC-CP-OFDM

\[
x_{LDC,CP,OFDM} = \sqrt{\rho} Z_{CP}s + v_{LDC,CP,OFDM}
\]
2) case of LDC-ZP-OFDM

\[ \mathbf{x}_{LDC\text{-}ZP\text{-}OFDM} = \sqrt{\rho} \mathbf{Z}_{ZP} \mathbf{s} + \mathbf{v}_{LDC\text{-}ZP\text{-}OFDM}. \] (5.35)

Note that the estimation operation unit of OSE based LDC-OFDM is a LDC-OFDM block instead of an OFDM block. Thus the estimation matrix is much larger than that of TSE case. From the above equation, different receiver designs are possible. Minimum mean-squared error (MMSE) equalizers will be used for OSE LDC-OFDM systems in simulations.

In this section, assume the covariance matrices of \( \mathbf{s} \) and \( \mathbf{v} \) hold \( C_s = \mathbf{I}_{TN_c} \) and \( C_v = \mathbf{I}_{TN_c} \) respectively.

The MMSE equalizer is

1) case of LDC-CP-OFDM

\[ \mathbf{G}_{LDC\text{-}CP\text{-}OFDM\text{-}MMSE} = \sqrt{\rho} [\mathbf{Z}_{CP}]^H \left( \mathbf{I}_{TN_c} + \rho \mathbf{Z}_{CP} [\mathbf{Z}_{CP}]^H \right)^{-1}, \] (5.36)

2) case of LDC-ZP-OFDM

\[ \mathbf{G}_{LDC\text{-}ZP\text{-}OFDM\text{-}MMSE} = \sqrt{\rho} [\mathbf{Z}_{ZP}]^H \left( \mathbf{I}_{TN_c} + \rho \mathbf{Z}_{ZP} [\mathbf{Z}_{ZP}]^H \right)^{-1}. \] (5.37)

Unlike the TSE system, for OSE systems, it is convenient to obtain the corresponding decision signal-to-interference-plus-noise ratio or SINR as [2]

\[ SINR_i = \frac{1}{[\mathbf{C}_{s|x}]_{ii}} - 1, \] (5.38)

where \( \mathbf{C}_{s|x} \) is calculated as

1) case of LDC-CP-OFDM

\[ \mathbf{C}_{s|x} = \mathbf{I}_{TN_c} - \rho [\mathbf{Z}_{CP}]^H \left( \mathbf{I}_{TN_c} + \rho \mathbf{Z}_{CP} [\mathbf{Z}_{CP}]^H \right)^{-1} \mathbf{Z}_{CP}, \] (5.39)
2) case of LDC-ZP-OFDM

\[ C_{s|x} = I_{TN_C} - \rho |Z_{ZP}|H \left( I_{TN_C} + \rho Z_{ZP} |Z_{ZP}|H \right)^{-1} Z_{ZP}. \] (5.40)

Note that in SINR, the signal is referred to the source data symbol (after LDC decoding) instead of channel symbol (before LDC decoding).

### 5.5 Diversity analysis of LDC-OFDM

The orthogonality property of CP-OFDM makes analysis of LDC-CP-OFDM convenient. In this section, LDC-OFDM is referred to as LDC-CP-OFDM.

Since LDC-OFDM includes all LDC coding properties within the time-frequency (TF) \( T \times N_{F(i)} \) block in a LDC-OFDM codeword, in the following analysis, we consider a single \( T \times N_{F(i)} \) block \( C^{(i)} \), \( i = 1, ..., D \) in a LDC-OFDM codeword. The block \( C^{(i)} \) is created after encoding all the \( i \)-th LDC codewords within a LDC-OFDM codeword.

Denote subcarrier indexes chosen for TF block \( C^{(i)} \), \( i = 1, ..., D \) as \( \{p^{(k)}_{n_F(i)}, n_{F(i)} = 1, ..., N_{F(i)}; i = 1, ..., D, k = 1, ..., T \} \). Denote the block \( C^{(i)} \) as the matrix form

\[ C^{(i)} = \begin{bmatrix} c^{(1)}_{p_{1}(i)} & c^{(1)}_{p_{2}(i)} & \cdots & c^{(1)}_{p_{N_{F}(i)}} \\ c^{(2)}_{p_{1}(i)} & c^{(2)}_{p_{2}(i)} & \cdots & c^{(2)}_{p_{N_{F}(i)}} \\ \vdots & \vdots & \ddots & \vdots \\ c^{(T)}_{p_{1}(i)} & c^{(T)}_{p_{2}(i)} & \cdots & c^{(T)}_{p_{N_{F}(i)}} \end{bmatrix}. \]

We may express the system equation for block \( C^{(i)} \) as

\[ R^{(i)} = \sqrt{\rho} M^{(i)} H^{(i)} + V^{(i)}, \] (5.41)

where received signal vector \( R^{(i)} \) and noise vector \( V^{(i)} \) are of size \( N_{F(i)}T \times 1 \), the \( i \)-th LDC coded channel symbol matrix is of size \( N_{F(i)}T \times N_{F(i)}T \), \( M^{(i)} \) is of size
\[ N_{F(i)} T \times N_{F(i)} T, \ c^{(k)}_{p_{n_{F(i)}}}, n_{F(i)} = 1, \ldots, N_{F(i)}, \] is the channel symbol of the \( k \)-th OFDM block, the \( p_{n_{F(i)}} \)-th subcarrier in the \( i \)-th LDC codeword, and

\[
M^{(i)} = \text{diag}(c^{(1)}_{p_1(i)}, \ldots, c^{(1)}_{p_{N_{F(i)}}}, \ldots, c^{(T)}_{p_1(i)}, \ldots, c^{(T)}_{p_{N_{F(i)}}}),
\]

(5.42)

where \( i = 1, \ldots, D \).

The channel \( H^{(i)} \) is of size \( N_{F(i)} T \times 1 \), and

\[
H^{(i)} = \begin{bmatrix}
H^{(i)}_{p_1(i)}, H^{(i)}_{p_2(i)}, \ldots, H^{(i)}_{p_{N_{F(i)}}}, H^{(T)}_{p_1(i)}, H^{(T)}_{p_2(i)}, \ldots, H^{(T)}_{p_{N_{F(i)}}}
\end{bmatrix}^T
\]

(5.43)

and \( H^{(k)}_{p_{n_{F(i)}}} \) is the path gain of \( k \)-th OFDM block, the \( p_{n_{F(i)}} \)-th subcarrier for block \( C^{(i)} \). Thus

\[
H^{(k)}_{p_{n_{F(i)}}} = \begin{bmatrix}
w_{p_{n_{F(i)}}}
\end{bmatrix}^T h^{(k)}
\]

(5.44)

where \( w_p \) and \( h^{(k)} \) have been defined in Section 5.3.2.1.

Consider a pair of matrices \( M^{(i)} \) and \( \tilde{M}^{(i)} \) corresponding to two different time-frequency (TF) blocks \( C^{(i)} \) and \( \tilde{C}^{(i)} \). Then the upper bound pairwise error probability [96] between \( M^{(i)} \) and \( \tilde{M}^{(i)} \) is

\[
\Pr \left( M^{(i)} \rightarrow \tilde{M}^{(i)} \right) \leq \left( \frac{2r - 1}{r} \right) \left( \prod_{a=1}^{r} \gamma_a \right)^{-1} (\rho)^{-r}
\]

(5.45)

where \( r \) is the rank of

\[
\left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^\mathcal{H},
\]

and \( R_{H^{(i)}} = \mathbb{E} \left\{ H^{(i)} [H^{(i)}]^\mathcal{H} \right\} \) is the correlation matrix of vector \( H^{(i)} \), \( \gamma_a, a = 1, \ldots, r \) are the non-zero eigenvalues of

\[
\left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^\mathcal{H}.
\]

Then the corresponding rank and product criteria are
1) Rank criterion: the minimum rank of
\[
\left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^H
\]
over all pairs of different matrices $M^{(i)}$ and $\tilde{M}^{(i)}$ and should be as large as possible.

2) Product criterion: the minimum value of the product $\prod_{a=1}^{r} \gamma_a$ over all pairs of different $M^{(i)}$ and $\tilde{M}^{(i)}$ should be maximized.

For simplicity, denote
\[
\Lambda^{(i)} = \left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^H.
\]

Now we need to derive the matrix form of $R_{H^{(i)}}$. Denote
\[
W^{(i)} = \left[ w_{p_{1(i)}}, \cdots, w_{p_{NF(i)}} \right]^T
\]
and
\[
h = \left[ [h^{(1)}]^T, \cdots, [h^{(T)}]^T \right].
\]

Thus
\[
H^{(i)} = (I_T \otimes W^{(i)}) h.
\]

Then, we have
\[
R_{H^{(i)}} = \mathbb{E} \left\{ (I_T \otimes W^{(i)}) h \left[ (I_T \otimes W^{(i)}) h \right]^H \right\}
\]
\[
= [I_T \otimes W^{(i)}] \mathbb{E} \left\{ h [h]^H \right\} \left[ I_T \otimes [W^{(i)}]^H \right],
\]
\[
= [I_T \otimes W^{(i)}] \Phi \left[ I_T \otimes [W^{(i)}]^H \right],
\]
where $\Phi = \mathbb{E} \left\{ h [h]^H \right\}$. 
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Using the well-known property,

\[ \text{rank}(\mathbf{A} \mathbf{B}) \leq \min \{ \text{rank}(\mathbf{A}), \text{rank}(\mathbf{B}) \} , \] (5.50)

\[ \text{rank}(\mathbf{A}^{(i)}) \leq \min \{ \text{rank}(\mathbf{M}^{(i)} - \mathbf{\tilde{M}}^{(i)}), \text{rank}(\mathbf{R}_{H^{(i)}}) \} . \] (5.51)

It is desired to maximize

\[ \min \{ \text{rank}(\mathbf{M}^{(i)} - \mathbf{\tilde{M}}^{(i)}), \text{rank}(\mathbf{R}_{H^{(i)}}) \} . \]

We know the maximum of rank of $\Phi$ is $T(L + 1)$. To maximize the rank of $\mathbf{R}_{H^{(i)}}$, we need to maximize the rank of matrix $\mathbf{W}^{(i)}$ of size $N_{F(i)} \times (L + 1)$. Thus we need to choose $N_{F(i)} \geq L + 1$. When $p_{n_F}^{(i)} = p_1^{(i)} + b(n_F - 1), n_F = 1, ..., N_{F(i)}, N_{F(i)} \geq L + 1$, where $p_{n_F}^{(i)} \leq N_C$ and $b$ is a positive integer, $\mathbf{W}^{(i)}$ could achieve maximum rank $L + 1$. Then $\mathbf{R}_{H^{(i)}}$ has the potential to achieve the maximum rank of $T(L + 1)$, only if $\text{Rank}(\Phi) = T(L+1)$. That is to say, channels need to be full rank jointly in frequency and time domains. The choice of interval $b$ depends on the type of power delay profile of the frequency selective channel, and a detailed discussion can be found in [72] and [98].

Since $\mathbf{M}^{(i)} - \mathbf{\tilde{M}}^{(i)}$ is of size $N_{F(i)}T \times N_{F(i)}T$,

\[ \text{rank}\left(\mathbf{M}^{(i)} - \mathbf{\tilde{M}}^{(i)}\right) \leq N_{F(i)}T, \] (5.52)

and $N_{F(i)} \geq L + 1$.

Note that $\mathbf{M}^{(i)} - \mathbf{\tilde{M}}^{(i)}$ is a diagonal matrix. Thus, the necessary and sufficient condition for maximizing the rank of $\mathbf{M}^{(i)} - \mathbf{\tilde{M}}^{(i)}$ is that all the diagonal elements are non-zero, which can be summarized as

**Theorem 3**  
1) If the correlation matrix $\mathbf{R}_{H^{(i)}}$ of channel vector $\mathbf{H}^{(i)}$ is full rank $T(L + 1)$, the necessary condition that the frequency-time (FT) block $\mathbf{C}^{(i)}$ of
LDC-OFDM achieves full joint frequency-time diversity order, i.e. \( \text{rank}(\Lambda^{(i)}) = T(L+1) \), is that the frequency dimension size of the FT block \( \mathbf{C}^{(i)} \) satisfies
\[
N_{F(i)} \geq L + 1. \tag{5.53}
\]

2) The sufficient condition that the frequency-time (FT) block \( \mathbf{C}^{(i)} \) of LDC-OFDM achieves available joint frequency-time diversity order, \( \text{rank}(\mathbf{R}_{\mathbf{H}^{(i)}}) \), is that any two elements \( c^{(k)}_{p_{n_{F(i)}}} \) and \( \widehat{c}^{(k)}_{p_{n_{F(i)}}} \), of any two different blocks, \( \mathbf{C}^{(i)} \) and \( \widehat{\mathbf{C}}^{(i)} \) are different. Mathematically, the sufficient condition is
\[
c^{(k)}_{p_{n_{F(i)}}} - \widehat{c}^{(k)}_{p_{n_{F(i)}}} \neq 0, \tag{5.54}
\]
where \( n_{F(i)} = 1, ..., N_{F(i)}, k = 1, ..., T; \)

3) If both \( N_{F(i)} = L + 1 \) and \( \text{rank}(\mathbf{R}_{\mathbf{H}^{(i)}}) = T(L+1) \) are satisfied, the condition (5.54) is the necessary and sufficient condition that the frequency-time (FT) block \( \mathbf{C}^{(i)} \) of LDC-OFDM achieves joint full frequency-time diversity order, \( \text{rank}(\Lambda^{(i)}) = T(L+1) \);

4) The related product criterion of design is that the minimum of products
\[
\prod_{k=1}^{T} \prod_{a=1}^{N_{F(i)}} \left| c^{(k)}_{p_{a(i)}} - \widehat{c}^{(k)}_{p_{a(i)}} \right|^2
\]
 taken over distinct FT block \( \mathbf{C}^{(i)} \) and \( \widehat{\mathbf{C}}^{(i)} \) must be maximized. \( \blacksquare \)

A detailed proof is provided in Appendix B.

The result of Theorem 3 is somewhat surprising. The criterion provided in Theorem 3 is different from the design criterion for space-time rapid fading channels [102]. If \( c^{(k)}_{p_{n_{F(i)}}}, n_{F(i)} = 1, ..., N_{F(i)} \) were space-time code signals, \( n_{F(i)} \) would refer to the indices of transmit antennas, then the design criterion (distance criterion) would be
\[
c^{(k)}_{p_{1(i)}} c^{(k)}_{p_{2(i)}} \cdots c^{(k)}_{p_{N_{F(i)}}} \neq \widehat{c}^{(k)}_{p_{1(i)}} \widehat{c}^{(k)}_{p_{2(i)}} \cdots \widehat{c}^{(k)}_{p_{N_{F(i)}}}. \]
Denote
\[ \left| C_k(i) - C_k^\text{\^} (i) \right|^2 = \sum_{a=1}^{N_{F(i)}} \left[ C_{p_a}(k) - C_{p_a}(k) \right]^2 \]
and the corresponding product criterion for the space-time codes would be that the minimum of products
\[ \prod_{k=1}^{T} \left| C_k(i) - C_k^\text{\^} (i) \right|^2 \]
taken over distinct codewords \( C(i) \) and \( \widetilde{C}(i) \) be maximized.

Clearly there are differences between the design criteria of frequency-time code and space-time code for 2-D rapid fading channels. The reason for the differences is that the received signals at each receive antenna of space-time channel communications are superpositions of parallel signals from multiple transmit antennas, while there is no additive operation of parallel channel signals at the receivers of frequency-time communications. The differences between design criteria could lead to different designs of matrix codewords between frequency-time and space-time channels, which implies that the best code design for 2-D space-time rapid fading channels is not necessarily to the best code design for 2-D frequency-time rapid fading channels.

This above analysis has revealed that instead of using all available subcarriers, a proper frequency-time (FT) block design usually uses a much smaller block, and could achieve diversity order up to \( T(L + 1) \). The necessary condition that FT block design achieves a certain diversity order is that the rank of the channel correlation matrix is equal to the diversity order of the FT block. However, in practice, the diversity order achieved is based on the specific LDC design chosen. Originally, Hassibi and Hochwald did not consider diversity order as a design criterion [42]. Heath and Paulraj considered both capacity and error probability as criteria [47], but they only consider channel coefficients that are constant over time within an entire LDC codeword. This chapter provides a more general analysis that considers correlation across parallel
frequency channels (OFDM subcarriers) as well as across time channel uses (OFDM blocks).

An important special case for FT-block design is $T = 1$, and the corresponding upper bound diversity order $L + 1$, which is known as LCP-OFDM [72]. Hence, the diversity order of LCP-OFDM is always equal to or less than that of full frequency-time diversity LDC-OFDM (of order $T(L + 1)$ with $T > 1$) in dynamic frequency-selective fading channels.

5.6 Performance Analysis and Comparison

5.6.1 Simulation setup

Perfect channel state information (CSI), including amplitude and phase, is assumed to be known at the receiver but not at the transmitter. In the simulations, Eq. (31) of [42] defines the dispersion matrices in all LDC codewords. Note that the corresponding LDC encoding matrices $G_{LDC}$, defined in (3.14), of the above codes are unitary, as proven in Appendix A. Thus this code meets the correlation criterion in Section 5.3.1. The $D$ LDC demodulators each decode $T \times N_{F(i)}$ LDC matrices. In particular, we set

$$N_{F(i)} = N_F = T, i = 1, \ldots, D.$$  \hfill (5.55)

In all simulations, the mapping used from LDC to OFDM subcarriers is an evenly spaced LDC subcarrier mapping (ES-LDC-SM), in which the subcarriers used within one LDC codeword are evenly and maximally spaced with respect to the subcarrier indices. Using this mapping, $W^{(i)}$ defined in (5.46) is guaranteed full rank, which is a necessary condition to achieve full diversity.
To assess performance as a function of LDC matrix size, $N_C$ is fixed while $D$ is varied. Data symbols use QPSK modulation. The frequency selective Rayleigh fading channel has $(L + 1)$ paths with exponential power delay profile. The channel is assumed to be constant over different integer numbers of OFDM blocks, and independent identically-distributed (i.i.d.) between blocks. We term this integer number of the intervals as the channel change interval (CCI).

### 5.6.2 Performance Analysis and Comparison for TSE based LDC-OFDM

In this performance analysis of TSE LDC-OFDM systems, the number of subcarriers of OFDM, $N_C$, is set to 64.

#### 5.6.2.1 Comparison of LDC-OFDM and OFDM

Figures 5.5 shows the Bit Error Rate (BER) performance vs. receiver input average symbol SNR of the LDC-ZP-OFDM and LDC-CP-OFDM system respectively. Various combinations of $N_F$ with MMSE equalizers are used, and compared to uncoded ZP-OFDM and CP-OFDM systems, respectively. The channel order used in this case was set to $L = 12$.

It can be seen that both LDC-ZP-OFDM and LDC-CP-OFDM are very effective in frequency selective Rayleigh fading channels. With MMSE equalizers, both LDC-ZP-OFDM and LDC-CP-OFDM systems significantly outperform ZP-OFDM and CP-OFDM systems. The larger the dispersion matrices used, the greater the performance improvement achieved, at a cost of increased decoding delay. Despite LDC’s increased delay in decoding, we note that a symbol coding rate of one is used, resulting in no bandwidth expansion. The higher SNR, the more diversity gains are achieved for
Figure 5.5. BER Performance of OFDM vs. LDC-OFDM, channel order 12, $CCI = 1$

OFDM block, $N_C = 64$, $T = N_F$
both LDC-ZP-OFDM and LDC-CP-OFDM.

5.6.2.2 LDC-OFDM under different channel dynamics

Figure 5.7 shows a performance comparison of BER vs. SNR of LDC-ZP-OFDM and LDC-CP-OFDM under various different CCIs. The channel order used in this case was set $L = 7$. Note that different CCIs arise from for different degrees of channel correlation over time. As discussed in Section 5.5, the diversity order of LDC-OFDM is achievable only if the channel provides corresponding diversity.

As shown, the performance of both LDC-ZP-OFDM and LDC-CP-OFDM is notably influenced by channel dynamics or time correlation, which are represented by different CCIs. At high SNRs, the faster the channel changes, the better the performance. This indicates that both LDC-ZP-OFDM and LDC-CP-OFDM effectively exploit available temporal diversity across multiple OFDM blocks. In the future, testing on a more accurate model of channel dynamics is needed to obtain a more accurate assessment.

Note that, although the time diversity advantage is notable in Figure 5.7, the time diversity gain is small. The reason for the above observation is not the usage of linear decoding but the usage of a code that does not possess full temporal diversity. However, in Section 6.5.5, LDC-OFDM shows a significant time diversity gain in time varying channels, when the code that possesses full temporal diversity is chosen.

5.6.2.3 Comparison of LDC-OFDM and LCP-OFDM

Recently, linear constellation precoded OFDM (LCP-OFDM) with subcarrier grouping was proposed as a non-redundancy approach to improve BER performance [72]. However, although LCP-OFDM achieves both maximum frequency selective diversity
(a) Performance of LDC-CP-OFDM, channel order 7, $N_C = 64$, $N_F = 8$, $T = 8$

(b) Performance of LDC-ZP-OFDM, channel order 7, $N_C = 64$, $N_F = 8$, $T = 8$

Figure 5.6. BER Performance of LDC-OFDM under different channel dynamics
gain and coding gain, LCP-OFDM cannot exploit time diversity over OFDM blocks. We have compared LCP-OFDM with our proposed LDC-OFDM under both cyclic prefix and zero-padding cases. In the simulations, the OFDM block length was also set to $N_C = 64$, and the channel order $L$ was set to 7. The LCP uses the construction LCP-A shown in Table I of [72], thus LCP-OFDM may approach both maximum frequency selective diversity and coding gains. For a fair comparison, all the settings of LCP-OFDM were the same as those of LDC-OFDM. Thus the diversity available is the same for both LDC-OFDM and LCP-OFDM.

Note that, to date, linear constellation precoded ZP-OFDM has not been studied previously to our knowledge, while LCP with CP-OFDM has been analyzed in [72].

It is not surprising that in Figures 5.7(a) and 5.7(b), both LCP-ZP-OFDM and LCP-CP-OFDM systems perform similarly under $CCI = 1$ and $CCI = 8$. LDC-ZP-OFDM and LDC-CP-OFDM systems perform similarly to LCP-ZP-OFDM and LCP-CP-OFDM under $CCI = 8$, respectively. That is to say, when channels have full correlation over time (OFDM blocks), properly designed LDC-OFDM could potentially achieve both maximum frequency selective diversity gain and coding gain. Further, LDC-ZP-OFDM and LDC-CP-OFDM outperform LCP-ZP-OFDM and LCP-CP-OFDM under $CCI = 1$, respectively. That is to say, when channels have no correlation over time (OFDM blocks), properly designed LDC-OFDM can exploit time independence or diversity, while LCP-OFDM cannot, which agrees to the analysis in Section 5.5. Thus, LDC-OFDM systems show noticeable advantages over LCP-OFDM systems in channel environments that vary over OFDM blocks.
(a) Performance of LDC-CP-OFDM vs. LCP-CP-OFDM, channel order 7, $N_C = 64$

(b) Performance of LDC-ZP-OFDM vs. LCP-ZP-OFDM, channel order 7, $N_C = 64$

Figure 5.7. BER Performance of LCP-OFDM vs. LDC-OFDM
Figure 5.8. Effects of LDC-CP-OFDM under estimated channel information, channel order $7$, $N_C = 64$, $N_F = 8$, $T = 8$, $CCI = 2$ OFDM blocks.
5.6.2.4 Comparison of LDC-CP-OFDM under perfect CSI vs. estimated channel information

To consider a more realistic scenario in terms of effects of imperfect channel state information (CSI) at receiver, Figure 5.8 shows a performance comparison of BER performance of LDC-CP-OFDM under perfect CSI vs. estimated channel information. The estimated channel information is obtained through pilot-based standard MMSE channel estimation [22].

It can be observed that the performance of both LDC-CP-OFDM and uncoded CP-OFDM degrades under estimated channel information. For instance, at a BER of $10^{-2}$, compared with the case of perfect CSI, the performances of LDC-CP-OFDM and uncoded CP-OFDM degrade by 0.31dB and 0.22dB, respectively. LDC-CP-OFDM is more sensitive to channel estimation errors than CP-OFDM. However, although the performance loss of LDC-CP-OFDM under estimated channel information is higher than that of CP-OFDM, LDC-CP-OFDM under MMSE channel estimation outperforms CP-OFDM under MMSE channel estimation, since the high diversity gain of LDC-OFDM compensate for performance loss due to channel estimation errors.

5.6.2.5 Comparison of LDC-ZP-OFDM under MMSE vs. low complexity MMSE receivers

In Section 5.3, a layered structure of TSE LDC-OFDM has been discussed. This is demonstrated by the comparison of LDC-ZP-OFDM under MMSE vs. low complexity MMSE equalizers in Figure 5.9. The low complexity MMSE equalizer is given in (5.16) in Section 5.3.2.3. The ZP-OFDM-FAST-MMSE approach was designed by approximation [66], which may degrade performance compared with that of standard MMSE equalizer.
Figure 5.9. BER Performance of LDC-ZP-OFDM (TSE) under MMSE vs. low complexity MMSE receivers, channel order 7, $N_C = 64$, $N_F = 8$, $T = 8$, $CCI = 1$ OFDM block
From Figure 5.9, it can be seen that in the range of low to medium SNR, the performance of LDC-ZP-OFDM under MMSE vs. low complexity MMSE equalizers is quite close. At BER of $10^{-3}$, compared with the case of under MMSE equalizer, the performance of LDC-ZP-OFDM under low complexity MMSE equalizer degrades by only 0.4dB. In other words, almost the same high diversity gain is maintained for both equalizers. With an increase of SNR, the performance loss due to using a low complexity approach becomes more significant. At a BER of $10^{-4}$, the performance loss of LDC-ZP-OFDM under low complexity MMSE equalizer is 0.8dB.

This comparison represents just one example of the flexibility of layered structure flexibility using different equalizers. OFDM systems have been developed about 40 years, and extensive research work have been conducted for OFDM signal estimation, which may be applied in TSE LDC-OFDM systems.

### 5.6.3 Performance Analysis and Comparison of OSE based LDC-OFDM

In this performance analysis of OSE LDC-OFDM systems, two performance measures used are bit error probability (BER) and decision-point SINR. To evaluate SINR performance, we propose to determine the probability that the instantaneous SINR is larger than a threshold, i.e. $Pr(SINR > SINR_0)$, which we call SINR distribution. This method is inspired by investigation of OFDM Peak-to-Average Power Ratio (PAPR).

The BER and SINR performance results were obtained through Monte Carlo simulation and calculation respectively, with channel order $L = 7$ and exponential power delay profile, and random channel coefficients with Rayleigh fading. Uncorrelated
QPSK modulated source data symbols were used throughout. The number of subcarriers in an OFDM block was set to \( N_C = 32 \). Channel change interval was set to \( CCI = 1 \).

### 5.6.3.1 BER Comparison

Fig. 5.10 shows BER performance vs. receiver input average symbol SNR of OFDM and OSE/TSE LDC-OFDM.

It can be seen that the performance of the OSE and TSE cases for both LDC-ZP-OFDM and LDC-CP-OFDM are quite close. We reiterate that the LDC encoding
matrices chosen $G_{LDC}^{(k)}, k = 1, \ldots, T$ corresponding to the LDC code (Eq. (31) of [42]) are unitary matrices, which result in uncorrelated LDC-coded symbols. It appears that TSE actually consists of two decoupled estimation stages. In other words, it is possible that by using special LDC coding matrices, two-step-estimation with much lower complexity could produce performance close to that of one-step-estimation.

Further, it appears that the two estimation stages are not completely uncorrelated for LDC-ZP-OFDM case. The two estimation stage of LDC-CP-OFDM shows better decorrelation, possibly because of the maintenance of orthogonality of CP-OFDM.

### 5.6.3.2 SINR Comparison

The SINR results shown in this part were generated through Monte Carlo calculation, using (5.38), where frequency selective Rayleigh fading channel coefficients were randomly produced.

From Fig. 5.11, it is found the average SINR of OFDM is at least 5 dB higher than that of LDC-ZP-OFDM for each SNR. This point is somewhat surprising, which tells us that LDC-ZP-OFDM systems do not provide an average SINR gain. On the contrary, a large average SINR loss results. Average SINR, however, does not provide insights of LDC-OFDM.

To explain the above performance improvement, we investigate instantaneous SINR performance of the one-step system. In multipath fading channels, signals may experience deep fading. In OFDM systems, wideband channels are transformed into parallel narrowband channels. This reduces deep fading effects generally, but there usually exist some subcarriers that experience deep fading, which is a main source of bit errors. The probability distribution of being in a low SINR region, say from 0 to 5dB, determines overall performance. Thus Figure 5.12(b) for $SNR = 8dB$, 87
Figure 5.11. Average SINR vs. SNR between OFDM and LDC-OFDM, $N_C = 32$, (LDC-OFDM $N_F = 8$, $T = 8$), channel order 7, $CCI = 1$ OFDM block
Figure 5.12. SINR Distribution at $SNR = 8dB$, $N_C = 32$, $N_F = T = 8$,
LDC–OFDM (OSE) vs. OFDM: instant SINR distribution at mean SNR 16 dB, \( N_C = 32 \), \( N_f = 8 \), \( T = 8 \), channel order 7, CCR = 1 OFDM block

(a) \( \Pr(SINR > SINR_0) \geq 0.1 \)

(b) \( \Pr(SINR > SINR_0) \geq 0.99 \)

Figure 5.13. SINR Distribution at \( SNR = 16dB \), \( N_C = 32 \), \( N_F = T = 8 \),
Figure 5.14. SINR Distribution at $SNR = 24dB, N_C = 32, N_F = T = 8,$
Figure 5.13(b) for $SNR = 16dB$, and Figure 5.14(b) for $SNR = 24dB$ are more important than Figure 5.12(a) for $SNR = 8dB$, Figure 5.13(a) for $SNR = 16dB$, and Figure 5.14(a) for $SNR = 24dB$, respectively, in terms of depicting the critical low SINR region for investigating error performance. From Figures 5.12(a), 5.13(a), and 5.14(a), the reason why OFDM has much better average SINR than LDC-OFDM becomes clear. In high $SNR = 16dB$ and $SNR = 24dB$ and low SINR regions, the added diversity offered by LDC results in clear improvement. At an $SNR = 8dB$, the MMSE receivers of LDC-ZP-OFDM and LDC-CP-OFDM have better SINRs than those of ZP-OFDM only when the SINR is less than $3.5dB$, where bit errors are highly likely, which is the reason that the performance improvement of LDC-OFDM over OFDM is not that significant, as is shown in Figure 5.10. Observing Figures 5.12(b), 5.13(b), and 5.14(b), the more SNR increases, the more the gap in SINR performance between LDC-ZP-OFDM and LDC-CP-OFDM, which leads to an increase in corresponding BER performance gap, as is shown in Figure 5.10.

### 5.6.4 Peak-to-average power ratio comparison

The concept of PAPR has been introduced in Section 2.3.1.2. Here, the number of subcarriers of OFDM, $N_C$, is set to 64. Simulation results in Figure 5.15 show the PAPRs of LDC-OFDM systems and OFDM systems are similar. Thus, LDC-OFDM systems may improve BER without increasing PAPR. We remark that, the unitary $G_{LDC}$ chosen is a possible reason for the results of simulations. We conjecture that properly chosen linear dispersion matrices could reduce the PAPR of LDC-OFDM further over that of OFDM.
Figure 5.15. PAPR performance of OFDM vs. LDC-OFDM
5.7 Conclusion

Inspired by a technique proposed for space-time processing, we have applied linear dispersion codes to improve OFDM performance in multipath fading channels. The attractive LD codes can be advantageously combined with OFDM transmission to enable simple decoding. Recently, we note that an concurrent work with this topic is published recently [82], and unlike their work, we provide a thorough diversity analysis for this topic. A novel LDC decoding strategy, two step estimation (TSE), is proposed for a special subclass of LDC matrices with the constraint (3.10), which eliminates the direct dependency between LDC decoding and channel knowledge. At a cost of increased decoding delay, the proposed LDC decoder can support channels that change across OFDM blocks. Exploiting both frequency and time diversity available in frequency selective wideband OFDM channels, the performance of the proposed LDC-OFDM has high transmission bandwidth efficiency and improved BER. For instance, as shown in Figure 5.5, LDC-ZP-OFDM across 8 subcarriers per LDC codeword obtains 3.5 dB and 7.3 dB gains over ZP-OFDM observed at BERs of $10^{-2}$ and $10^{-3}$, respectively. With lower complexity, the performance of TSE LDC-OFDM systems is close to that of OSE LDC-OFDM systems.

Motivated by the significant performance gain of LDC-OFDM as observed in Section 5.3, we analyze performance by formulating a single linear system of equations. Although higher complexity, the single-step receiver is mathematically tractable. This chapter also introduces a new performance analysis method for diversity systems involving the instantaneous SINR probability distribution.

This chapter analytically provides the upper bound diversity order that LDC-OFDM can achieve, which gives insights of linear dispersion over time and frequency. A properly designed LDC-OFDM could potentially utilize full available time and
frequency diversity in a given communication channel. This chapter also provides a design criterion of full diversity frequency-time block for LDC-OFDM, which may direct new LDC-OFDM design in the future.

Through simulations, this chapter shows that LDC-OFDM systems have the potential to maintain good performance even with imperfect channel estimation and low complexity receivers.
Chapter 6

Linear dispersion for single-carrier communications in frequency selective channels

6.1 Introduction

With the increases in data rate, broadband communication signals often experience frequency selective fading, increasing the problem of inter-symbol interference (ISI). Recently, cyclic-prefix single-carrier modulation (CP-SCM) with frequency-domain equalization (FDE) has attracted a lot of attention. Similar to orthogonal frequency-division multiplexing (OFDM) [48], CP-SCM FDE provides much lower computational complexity than conventional time-domain equalization techniques, especially for long impulse response tail channels [26]. Unlike OFDM, CP-SCM does not suffer high peak-to-average power ratio (PAPR) as well as sensitivity to frequency and phase offsets (carrier-frequency offsets, or CFO) [48], and nonlinear distortions [10]. CP-SCM FDE has been recommended for fixed wireless broadband standard IEEE 802.16 [1]. The complexity of CP-SCM-FDE transmitter is simpler than that of
OFDM, due to lack of Fast Fourier Transform (FFT) components, and [26] encourages the use of CP-SCM in the uplink and OFDM in the downlink in order to reduce the processing complexity at the terminal.

In Chapter 5, high-rate linear dispersion codes have been employed to obtain joint frequency and time diversity in OFDM, known as LDC-OFDM. Although LDC has been applied to multicarrier communications, it has not been investigated for application in single stream single carrier communications. This chapter investigates the application of LDC to achieve joint frequency-time diversity in CP-SCM for frequency selective channels.

This chapter proposes to apply linear dispersion codes to single-carrier block communications (SCBC). Two types of SCBC are considered: cyclic-prefix single-carrier modulation (CP-SCM) and zero-padded single-carrier modulation (ZP-SCM). CP-SCM utilizes frequency-domain equalization (FDE) with lower complexity, due to its use of the computationally-efficient fast Fourier transform (FFT). Note that the complexity of time-domain equalization using Viterbi algorithms (TDE) grows exponentially with channel memory and spectral efficiency (trellis-based schemes) or requires very long FIR filters to achieve satisfactory performance (e.g., decision feedback equalizers) [26]. This chapter shows that ZP-SCM may perform with lower complexity using approximate frequency-domain equalization (AFDE). Both CP-SCM and ZP-SCM enjoy lower PAPR and are more robust to CFO [26,116]. Unlike LDC-OFDM, in which LDC significantly exploits both frequency and time diversity available in the channels, simulations reveal that LDC primarily improves time diversity in LDC-SCM.
6.2 Single-carrier communications model

Assume the communications channel experiences frequency-selective fading, and the channel for the \( k \)-th SCM block is modeled as an \( L \)-th order FIR filter with impulse response \( h^{(k)} = [h_0^{(k)}, \ldots, h_L^{(k)}]^T \). Channel coefficients are constant within one SCM block but change statistically independently across different SCM blocks. Each SCM block is of size \( P = N_C + N_g \), including a data symbol block of size \( N_C \) and a guard interval of size \( N_g \geq L \) to avoid inter-block interference.

Denote \( x^{(k)}_{SC} \) as the channel data symbol vector transmitted during the \( k \)-th SCM block of size \( N_C \times 1 \), and \( x^{(k)}_{SC} = [x^{(k)}_{SC(1)}, \ldots, x^{(k)}_{SC(N_C)}]^T \), where \( x^{(k)}_{SC(p)} \), \( p = 1, \ldots, N_C \) is the \( p \)-th data symbol of the \( k \)-th SCM block in sequence. Each receive antenna experiences additive white complex Gaussian noise. The system signal-to-noise-ratio (SNR) is denoted by \( \rho \).

6.2.1 CP-SCM case

Before transmission, a cyclic prefix (CP) guard interval is appended to each CP-SCM block. The CP is then removed at the receiver. The effective channel of the \( k \)-th SCM block is a circulant matrix \( H^{(k)}_{CP,SC} \) with elements \( H^{(k)}_{CP,SC(a,b)} = h^{(k)}_{((a-b) \mod N_C)} \).

Hence, the CP-SCM block system can be modeled as

\[
   r^{(k)}_{CP,SC} = \sqrt{\rho} H^{(k)}_{CP,SC} x^{(k)}_{SC} + v^{(k)}_{CP,SC} \tag{6.1}
\]

where \( r^{(k)}_{CP,SC} \) is the received block after CP removal, and \( v^{(k)}_{CP,SC} \) is the corresponding noise vector.

At the receiver, the received block \( r^{(k)}_{CP,SC} \) is first processed by an FFT to generate block \( y^{(k)}_{CP,SC} = F_{N_C} r^{(k)}_{CP,SC} \).
Due to the circulant property of $H_{CP,SC}^{(k)}$, can be decomposed as

$$H_{CP,SC}^{(k)} = [F_{NC}]^H \mathbf{D}_{CP,SC}^{(k)} F_{NC},$$

where $\mathbf{D}_{CP,SC}^{(k)}$ is diagonal with

$$\left[ \mathbf{D}_{CP,SC}^{(k)} \right]_{pp} = \sum_{l=0}^{L} h_l^{(k)} \exp (-j2\pi l(p-1)/N_C).$$

Thus, the frequency domain system equation is

$$y_{CP,SC}^{(k)} = \sqrt{\rho} \mathbf{D}_{CP,SC}^{(k)} F_{NC} x_{SC}^{(k)} + F_{NC} v_{CP,SC}^{(k)}.$$  \hspace{1cm} (6.2)

### 6.2.2 ZP-SCM case

Due to zero padding, the ZP-SC system model does not have a simple frequency domain format shown in (6.2). However, the ZP-SCM system model can be written in block matrix form in the time domain as,

$$r_{ZP,SC}^{(k)} = \sqrt{\rho} H_{ZP,SC}^{(k)} x_{SC}^{(k)} + v_{ZP,SC}^{(k)}.$$  \hspace{1cm} (6.3)

where $H_{ZP,SC}^{(k)}$ represents a Toeplitz convolution matrix with $[H_{ZP,SC}^{(k)}]_{a,b} = h_{(a-b)}^{(k)}$, where $r_{ZP,SC}^{(k)}$ is the received block of size $P \times 1$, and is the corresponding noise vector of size $v_{ZP,SC}^{(k)}$. Due to the Toeplitz structure of $H_{ZP,SC}^{(k)}$, $H_{ZP,SC}^{(k)}$ is guaranteed to be invertible, regardless of the channel zero locations in reality [66].

### 6.3 Proposed LDC based single-carrier block communications

#### 6.3.1 Proposed system structure

Similar to LDC-OFDM, we adopt a layered approach, shown in Figure 6.1, that utilizes a two-step-estimation (TSE) procedure as discussed in Section 5.3.
Figure 6.1. Layered structure of linear dispersion coded single-carrier modulation block communications (SCM-BC)
One LDC-CP-SCM block, as shown in Figure 6.2, consists of $T$ adjacent SCM blocks. In addition, one LDC-SCM block includes $D$ LDC codewords, each of size $T \times N_{F(i)}, i = 1, \ldots, D$, where $N_{F(i)}$ is the number of channel symbols within one SCM block, which the $i$-th LDC codeword is across. Thus, the maximal size of one LDC-SCM block is $T \times N_C$.

One LDC-SCM block is transmitted during the period of $T$ SCM blocks, a guard interval (CP or ZP) is added to each SCM block before transmission. After the transmitted channel symbols are corrupted in the channels, the receiver removes the guard interval and performs equalization.

For the LDC-CP-SCM receiver, frequency-domain equalization (FDE) can be applied as shown in Figure 6.3. The received SCM data block arrived is first FFT-processed. Then, the influence of the frequency-selective channel impulse response is
eliminated by the FDE. The inverse FFT operation returns the equalized signals to the time domain prior to LDC decoding.

6.3.2 LDC-SCM receiver

Denote the LDC encoding matrix of the \(i\)-th LDC matrix codeword \(S_{LDC}^{(i)} \in \mathbb{C}^{T \times N_F(i)}\) as \(G_{LDC}^{(i)}\), which encodes source data symbol vector with zero mean, unit variance, \(s^{(i)} = \begin{bmatrix} s_1^{(i)} & s_1^{(i)} & \cdots & s_Q^{(i)} \end{bmatrix}^T\) into \(\text{vec}(S_{LDC}^{(i)})\), where \(Q_i\) is the number of source data symbols in \(s^{(i)}, i = 1, ..., D\).

6.3.2.1 First estimation step - SCM demodulation

In the proposed LDC decoding algorithm, LDC decoding is independent of SCM signal estimation. Thus, the proposed LDC-SCM system is backwards-compatible to conventional SCM systems.

In Section 8.5, performance is investigated using minimum-mean-squared-error (MMSE) equalization. Assuming that single carrier symbols are normalized to unit variance, the respective frequency and time domain equalizers are given by [83]
1) CP-SCM MMSE-FDE

\[
G_{CP,SC}^{(k)} = \sqrt{\rho} C_{x_{SC}}^{(k)} \left( D_{CP-SC}^{(k)} \right)^H \cdot \left( I_{N_C} + \rho D_{CP-SC}^{(k)} C_{x_{SC}}^{(k)} \left( D_{CP-SC}^{(k)} \right)^H \right)^{-1} \]  \hspace{1cm} (6.4)

\[
\hat{x}_{SC}^{(k)} = [F_{NC}]^H G_{CP,SC}^{(k)} y_{CP,SC}^{(k)} \]  \hspace{1cm} (6.5)

2) ZP-SCM MMSE-TDE

\[
G_{ZP,SC}^{(k)} = \sqrt{\rho} C_{x_{SC}}^{(k)} \left( H_{ZP-SC}^{(k)} \right)^H \cdot \left( I_{P} + \rho H_{ZP-SC}^{(k)} C_{x_{SC}}^{(k)} \left( H_{ZP-SC}^{(k)} \right)^H \right)^{-1} \]  \hspace{1cm} (6.6)

\[
\hat{x}_{SC}^{(k)} = G_{ZP,SC}^{(k)} r_{ZP,SC}^{(k)} \]  \hspace{1cm} (6.7)

where \( k = 1, \ldots, T \), \( C_{x_{SC}}^{(k)} \) is the covariance matrix of the \( k \)-th SCM block within one LDC-SCM block, which can be calculated using LDC encoding matrices.

In ZP-SCM system, the carrier frequency offset (CFO) acts as multiplicative noise that reduces the useful signal amplitude but does not cause ISI, thus ZP-SCM is more robust against CFO. Although ZP-SCM system does not perform explicit accurate frequency domain equalization (FDE), ZP-SCM could be formulated as an approximate frequency domain equalizer (AFDE).

Denote

\[
D_{H_p}^{(k)} = F_{p} H_{p}^{(k)} \left[ F_{p} \right]^H
\]

where \( H_{p}^{(k)} \) is a is a circulant matrix with \( H_{p}^{(k)} \) \( a,b \) = \( h_{((a-b) \mod N_C)}^{(k)} \). Denote

\[
T_{ZP} = \begin{bmatrix} I_{N_C} & 0_{(P-N_C) \times N_C} \end{bmatrix}^T
\]

and

\[
U = F_{p} T_{ZP}.
\]
Thus, we have

\[ H_{ZP,SC}^{(k)} = [F_P]^H D_{H_P}^{(k)} F_P T_{ZP} \]

Consequently, we could rewrite (6.3) in the AFDE form,

\[ y_{ZP,SC}^{(k)} = \sqrt{\rho} D_{H_P}^{(k)} U \mathbf{x}_{SC}^{(k)} + F_P y_{ZP,SC}^{(k)} \quad (6.8) \]

where

\[ y_{ZP,SC}^{(k)} = F_P r_{ZP,SC}^{(k)}. \]

The corresponding MMSE-AFDE equalizer

\[ G_{ZP,SC}^{(k)} = \sqrt{\rho} U C_{SC}^{(k)} U^H \left( D_{H_P}^{(k)} \right)^H \cdot \left( I_P + \rho D_{H_P}^{(k)} U C_{SC}^{(k)} U^H \left( D_{H_P}^{(k)} \right)^H \right)^{-1}. \quad (6.9) \]

Note that the matrix inversion of the CP-SCM MMSE-FDE equalizer (6.4) may be performed element-wise if channel data symbols are uncorrelated. However, the matrix inversion of ZP-SCM MMSE time domain equalization (MMSE-TDE) equalizer (6.9) cannot be accurately element-wise performed due to the non-diagonal matrix \( U \). However, if \( C_{SC}^{(k)} = I_{NC} \), (6.9) can be approximated as

\[ G_{ZP,SC}^{(k)} = \sqrt{\rho} D_{H_P}^{(k)} \left( \frac{P}{NC} I_P + \rho D_{H_P}^{(k)} \left( D_{H_P}^{(k)} \right)^H \right)^{-1} \], \quad (6.10) \]

which we call MMSE low complexity approximate FDE (MMSE-LC-AFDE). In (6.10), we extend the low complexity MMSE equalizer structure for ZP-OFDM in [66] to ZP-SCM systems.

### 6.3.2.2 Second estimation step - LDC-SCM block decoding

Reorganizing the results of the first estimation step into \( D \) estimated LDC matrix codewords, \( \hat{S}_{LDC}^{(i)}, i = 1, ..., D \), the estimated data symbol vectors corresponding to \( D \) LDC blocks are

\[ \hat{s}^{(i)} = \left[ G_{LDC}^{(i)} \right]^H vec(\hat{S}_{LDC}^{(i)}). \quad (6.11) \]
6.3.3 Low complexity approaches - LTC-SCM

Unlike the general class of LDC of codeword size $T \times M$, where $M > 1$, we consider a special class of LDC of codeword size $T \times 1$, which we term linear transformation codes (LTC). Since single-carrier block communications themselves may achieve a certain degree of frequency diversity order, we propose to apply LTC across multiple SCM blocks, which we call LTC-SCM. LTC-SCM is a class of low complexity approaches to achieve joint frequency and time diversity. Note that frequency diversity is not obtained from this transformation but from inherent properties of single-carrier block communications.

6.3.4 Peak-to-average power ratio (PAPR)

Single-carrier complex matrix codes (SCCMC) are currently proposed as space time block codes in the literature, and usually possess lower PAPR than OFDM. However, the PAPR of SCCMC is often higher than that of conventional constellation-based SCM. Fortunately, designing lower PAPR SCCMC is easier than designing lower PAPR OFDM based systems. Some initial efforts in addressing this issue can be found in [16, 18].

6.3.5 Carrier frequency offsets

Conventional constellation-based SCM have fewer problems with regard to carrier frequency offsets (CFO). We are interested in investigating performance of LDC-CP-SCM under CFO effects. With minor modification, we extend CP-OFDM CFO
system model in [111] to CP-SCM as follows:

\[
y_{CP,SC}^{(k)} = \sqrt{\rho} \phi(a) U_{CFO} D_{CP,SC}^{(k)} F_{NC} x_{SC}^{(k)} + F_{NC} v_{CP,SC}^{(k)}
\]  \hspace{1cm} (6.12)

where

1) \( \varepsilon = \Delta f T_s N_C \) is normalized CFO, \( \Delta f \) is CFO and \( T_s \) is the channel symbol period;

2) \( \phi(a) = \exp(j2\pi\varepsilon((a - 1)P + N_g)/N_C) \) and

\[
a = \begin{cases} 
  k(\text{mod}N_{FS}) & \text{if } k(\text{mod}N_{FS}) \neq 0; \\
  N_{FS} & \text{if } k(\text{mod}N_{FS}) = 0;
\end{cases}
\]

where \( N_{FS} \) stands for frequency synchronization rate (FSR) per SCM block. In other words, \( (a - 1) \) is set to zero every \( N_{FS} \) SCM blocks;

3) \( U_{CFO} = F_{NC} D_{CFO} [F_{NC}]^{H} \), where

\[
D_{CFO} = diag(\exp(j2\pi\varepsilon(1/N_C)), ..., \exp(j2\pi\varepsilon(N_C/N_C))).
\]

For comparison purposes, we also consider CP-OFDM under CFO effects, i.e.,

\[
y_{CP,OFDM}^{(k)} = \sqrt{\rho} \phi(a) U_{CFO} D_{CP,OFDM}^{(k)} x_{OFDM}^{(k)} + F_{NC} v_{CP,OFDM}^{(k)} \]  \hspace{1cm} (6.13)

Based on models (6.12) and (6.13), a CFO effect comparison through simulations is provided in Section 6.5.4.
6.4 Diversity properties

For simplicity, we only analyze the diversity properties of LDC-CP-SCM. Since it is easier to consider frequency-domain signals in order to study both temporal and frequency diversity, the chosen object to be analyzed is $z_{CP-SC}^{(k)} = F_{NC} x_{SC}^{(k)}, k = 1, \ldots, T$. Thus the whole LDC-CP-SCM block with FFT outer processing in each SCM block can be expressed as matrix $C$

$$
C = \begin{bmatrix}
  c_1^{(1)} & c_2^{(1)} & \cdots & c_{NC}^{(1)} \\
  c_2^{(2)} & c_2^{(2)} & \cdots & c_{NC}^{(2)} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_1^{(T)} & c_2^{(T)} & \cdots & c_{NC}^{(T)} 
\end{bmatrix},
$$

where $c_p^{(k)} = [z_{CP-SC}^{(k)}]_{p,1}, p = 1, \ldots, N_C, k = 1, \ldots T$.

We write the system equation for the block $C$ as

$$
R = \sqrt{\rho}MH + V,
$$

(6.14)

where receive signal vector $R$ and noise vector $V$ are of size $N_C T \times 1$. The chosen frequency symbol diagonal matrix $M$ is of size $N_C T \times N_C T$, and

$$
M = diag(c_1^{(1)}, \ldots, c_{NC}^{(1)}, \ldots, c_1^{(T)}, \ldots, c_{NC}^{(T)}).
$$

The channel vector $H$ is of size $N_C T \times 1$, and

$$
H = \begin{bmatrix}
  H_1^{(1)} & H_2^{(1)} & \cdots & H_{NC}^{(1)} \\
  \vdots & \vdots & \ddots & \vdots \\
  H_1^{(T)} & H_2^{(T)} & \cdots & H_{NC}^{(T)} 
\end{bmatrix}^T,
$$

where $H_p^{(k)}$ is the $p$-th subchannel gain of $k$-th SCM block in $C$ in the frequency domain. Thus $H_p^{(k)} = [w_p]^T h^{(k)}$, where

$$
w_p = [1, \omega^{p-1}, \omega^{2(p-1)}, \ldots, \omega^{L(p-1)}]^T.
$$
and

\[ \omega = e^{-j(2\pi/N_c)}. \]

With the above frequency domain formulation, the strategy of diversity analysis for LDC-CP-SCM is quite close to that for LDC-CP-OFDM as shown in Section 5.5.

Consider a pair of matrices \( M \) and \( \tilde{M} \) corresponding to two different blocks \( C \) and \( \tilde{C} \). Then the upper bound pairwise error probability between \( M \) and \( \tilde{M} \) is [96]

\[
P(M \rightarrow \tilde{M}) \leq \left( \frac{2r - 1}{r} \right) \left( \prod_{a=1}^{r} \gamma_a \right)^{-1} (\rho)^{-r},
\]

where \( r \) is the rank of \( \Lambda = (M - \tilde{M}) R_H (M - \tilde{M})^H \) and \( R_H = E\{H [H]^H\} \) is the correlation matrix of \( H \), \( \gamma_a, a = 1, \ldots, r \) are the non-zero eigenvalues of \( \Lambda \).

Then the corresponding rank and product criteria are as follows:

1) Rank criterion: The minimum rank of \( \Lambda \) over all pairs of different frequency domain symbol matrices \( M \) and \( \tilde{M} \) should be as large as possible.

2) Product criterion: The minimum value of the product \( \prod_{a=1}^{r} \gamma_a \) over all pairs of different frequency domain symbol matrices \( M \) and \( \tilde{M} \) should be maximized.

We remark that we can obtain a sufficient condition for LDC-CP-SCM to achieve full available joint frequency and time diversity in the channels, which is provided in

**Theorem 4**

1) The necessary and sufficient condition to ensure \( rank (M - \tilde{M}) = N_C T \) is

\[
\left[ F_{Nc} (x_{SC}^{(k)} - \tilde{x}_{SC}^{(k)}) \right]_{p,1} \neq 0, k = 1, \ldots, T, p = 1, \ldots, N_C
\]

2) In a LDC-CP-SCM system, the rank of \( (M - \tilde{M}) \) satisfies

\[
rank (M - \tilde{M}) = N_C T.
\]
a. The LDC-CP-SCM system achieves full available diversity order in the
frequency selective channels, i.e. \( \text{rank}(\Lambda) = \text{rank}(R_H) \)

b. The corresponding product design criterion for LDC-CP-SCM block is that
the minimum of products

\[
\Delta = \prod_{k=1}^{T} \prod_{p=1}^{N_C} \left| F_{N_C} (x_{SC}^{(k)})_p \right| - \left| F_{N_C} (\tilde{x}_{SC}^{(k)})_p \right|^2
\]

(6.16)
taken over all pairs of distinct frequency domain symbol matrices \( \mathbf{M} \) and \( \tilde{\mathbf{M}} \) must be maximized.

3) Assume that the frequency selective channel order \( L \) is constant over time. A
condition for LDC-SCM to achieve available full joint frequency and time diver-
sity order \( r_d = \text{rank}(R_H) \) is that there always exist \((L+1)\) indices, \( 1 \leq p^{(k)} = p_1^{(k)}, \ldots, p_{L+1}^{(k)} \leq N_C \), for each \( k = 1, \ldots, T \) such that

\[
\left[ F_{N_C} (x_{SC}^{(k)} - \tilde{x}_{SC}^{(k)}) \right]_{p^{(k)},1} \neq 0.
\]

Note that this condition is a sufficient and necessary condition for frequency
diversity and a sufficient condition for time diversity.

The proof is provided in Appendix C. Note that single-carrier systems are inher-
ently able to achieve some frequency diversity order. However, full frequency diversity
order is not guaranteed in conventional uncoded single-carrier communications sys-
tems, especially in uncoded CP-SCM systems, and the frequency coding gain may
be further improved through careful design [73, 131]. A LDC-SCM block is across
multiple SCM blocks in block time varying channels, and the LDC-SCM system has
potential to achieve joint frequency-time diversity order up to \( T(L + 1) \). Although
the design strategy of LDC-SCM systems to support a certain order of frequency
diversity is different from that of LDC-OFDM, observing both Theorem 3 and 4, we
can obtain the following Corollary on the relation between full joint frequency and
time diversity LDC-CP-SCM and LDC-CP-OFDM.

**Corollary 1** Assume that a LDC-CP-OFDM block, $C_{LDC_{OFDM}}$, with $N_C$ subcarriers and $T$ OFDM blocks achieves full joint frequency and time diversity order. Before IFFT, the $k$-th OFDM block within the LDC-CP-OFDM block $C_{LDC_{OFDM}}$ is expressed as $x_{OFDM}^{(k)}$, where $k = 1, ..., T$ and $x_{OFDM}^{(k)} = [x_{OFDM(1)}^{(k)}, ..., x_{OFDM(N_C)}^{(k)}]^T$.

Then the $k$-th SCM block within a LDC-CP-SCM, $C_{LDC_{SCM}}$, can be designed as

$$x_{SC}^{(k)} = [F_{N_c}]^{H} x_{OFDM}^{(k)},$$

where $k = 1, ..., T$ and $x_{SC}^{(k)} = [x_{SC}^{(k)}, ..., x_{SC}^{(k)}]^T$. The consequence is that this LDC-CP-SCM achieves full joint frequency and time diversity order in the time varying frequency selective channel.

Actually Corollary 1 provides a method on constructing full joint frequency and time diversity LDC-CP-SCM. However, since the IFFT is involved, this LDC-CP-SCM construction is the same as LDC-CP-OFDM with IFFT processing, thus one may be concerned with the related problems, such as high PAPR.

### 6.5 Performance

#### 6.5.1 Simulation setup

Perfect channel knowledge is assumed at the receiver but not at the transmitter. The number of data symbols per SCM block, $N_C$, is 32. Two LDC constructions are considered in the simulations

1) HH-LDC - HH square code as shown in (3.10),
One LTC considered in the simulations is linear constellation precoding (LCP) design A [72,126], termed LCPA.

The LDC or LTC symbol coding rates of the proposed systems used in simulations are all unity. Compared with uncoded CP-SCM systems, no bandwidth is lost unless forward error control is used. The sizes of all LDC codewords are identically $T \times N_F$.

An evenly spaced mapping either from LDC to channel data symbol index for LDC-CP-SCM or from LDC to subcarrier index for LDC-CP-OFDM is used in simulations.

The frequency selective channel has $(L+1)$ paths exhibiting an exponential power delay profile, and the guard interval size of each SCM block is set to $N_g = L$. Source data symbols use QPSK modulation in all simulations.

### 6.5.2 Comparison between LDC-SCM and SCM systems

Figures 6.4 and 6.5 show the diversity performance comparison of bit error rate (BER) vs. SNR between LDC-SCM (LDC-CP-SCM and LDC-ZP-SCM) and uncoded SCM (CP-SCM and ZP-SCM).

When CCI is a multiple of $T$, i.e. $CCI = 16$, the effects of time diversity in the channels are removed, and it can be observed that the performances of LDC-SCM and SCM are quite similar, which suggests that the LDC-SCM systems using the chosen LDC do not provide notable frequency coding improvement over SCM systems. Note that the chosen LDC is designed for space time block fading channels, which may not be optimal for SCM in frequency selective time varying channels. To obtain frequency diversity improvement, new LDC designs are needed. It is not an easy task to design LDC meeting the design criterion in Theorem 4 as well as maintain desired lower PAPR as in conventional SCM systems, since the new design should consider the
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Figure 6.5. BER Performance of LDC-ZP-SCM vs. ZP-SCM
pairwise differences of Fourier transformed coded data symbols instead of coded data symbols themselves, which differ from current existing single-carrier complex matrix code designs.

When CCI is not a multiple of $T$, i.e. $CCI < 16$, clearly, BER performance of LDC-SCM is remarkably better than that of both uncoded SCM, which is primarily attributed to time diversity. Time diversity order is maximized only if the channel provides block-wise temporal independence. As shown in Figure 6.4, the performance of LDC-SCM systems is significantly influenced by channel dynamics, i.e., time correlation. At high SNRs, the faster the channel changes, the better the performance. This indicates that LDC-SCM effectively exploits available temporal diversity. In the future, testing on a more accurate model of channel dynamics is needed to obtain a more accurate assessment.

6.5.3 Comparison between LDC-CP-SCM and CP-SCM systems using forward error correction

Figure 6.6 shows a diversity performance comparison of BER vs. SNR between LDC-CP-SCM and CP-SCM using forward error correction (FEC). For low latency, Reed Solomon (RS) codes are chosen. In Figure 6.6, $RS(a,b,c)$ denotes RS codes with $a$ coded RS symbols, $b$ information RS symbols, and $c$ bits per symbol. In simulations, shortened RS codes are chosen. For fairness of comparison, in CP-SCM systems, we apply RS codes across the same number of CP-SCM blocks as that in LDC-CP-SCM systems, and each RS symbol is distributed within one CP-SCM block. In this way, RS codes are able to improve time and frequency diversity in CP-SCM systems. In LDC-CP-SCM systems, we partition $RS(a,b,c)$ codewords into $\frac{N_C}{N_F}$ groups, and each group of RS symbols are encoded in one LDC codeword within one LDC-CP-SCM
Figure 6.6. BER Performance of LDC-CP-SCM with inter-LDC FEC (using HH-LDC) vs. CP-SCM with inter-block FEC, channel order 7, $N_C = 32$, $N_F = 16$, $T = 16$
It is clear that when using the same RS codes in medium to high SNRs, LDC-CP-SCM with FEC notably outperforms CP-SCM with FEC. For instance, at BER of $10^{-3}$, using $RS(16, 12, 8)$, the LDC-CP-OFDM with FEC outperform CP-OFDM with FEC by 2.4 dB. Also note that while CP-SCM with FEC may outperform LDC-CP-SCM without FEC, the data rate of the corresponding CP-SCM with FEC is lower than that of the LDC-CP-SCM without FEC.

6.5.4 Comparison of LDC-ZP-SCM and ZP-SCM under MMSE vs. low complexity MMSE receivers

Figure 6.7 shows the comparison of LDC-ZP-SCM and ZP-SCM using MMSE-TDE and MMSE-LC-ADFE. Due to the layered TSE structure discussed in Section 6.3, it can been seen that, even at low complexity, LDC-ZP-SCM using MMSE-LC-ADFE performs close to that using MMSE TDE over the entire SNR range. At a BER of $10^{-3}$, LDC-ZP-SCM using low complexity MMSE equalizer results in only 0.4dB performance degradation.

6.5.5 Comparison between LDC-CP-SCM and LDC-CP-OFDM systems

Figure 6.8 shows a diversity performance comparison of BER vs. SNR between LDC-CP-SCM and LDC-CP-OFDM. In the low range of SNRs, the performances of LDC-CP-SCM and LDC-CP-OFDM are close. However, in medium to high SNRs, especially when CCI is not a multiple of T, i.e. $CCI < 8$, LDC-CP-SCM (using HH-LDC) and LDC-CP-OFDM (using LCPA) significantly outperforms LDC-CP-OFDM
Figure 6.7. BER Performance of LDC-ZP-SCM (using HH-LDC) using MMSE-FDE vs. MMSE-LC-AFDE, channel order= 3, CCI = 1 SCM block, $N_C = 32$, $N_F = 8$, $T = 8$
Figure 6.8. BER Performance of LDC-CP-SCM (using HH-LDC, LCP-LDC) vs. LDC-CP-OFDM (using LCP-LDC), channel order 7, $N_C = 32$, $N_F = 8$, $T = 8$
(using HH-LDC), the reason of which is that LDC-CP-OFDM (using HH-LDC) is not full joint frequency-time diversity design. Under $CCI = 8$, LDC-CP-SCM (using HH-LDC) perform similar to LDC-CP-OFDM (using LCPA), which suggests that LDC-CP-SCM (using HH-LDC) is close full joint frequency-time diversity design. In the high SNR region of the cases of under $CCI = 4$ and $CCI = 1$, LDC-CP-SCM (using HH-LDC) perform better than LDC-CP-OFDM (using LCPA), which suggests that LDC-CP-OFDM (using LCPA) do not have uniform diversity properties over the covered channel symbols.

6.5.6 Comparison of cyclic-prefix (CP) based systems under CFO effects

![Figure 6.9. BER Performance of CP based systems under CFO effects (using HH-LDC), channel order 3, $N_C = 32$, $N_F = 16$, $T = 16$, $FSR = 2$, $CCI = 2$(OFDM or SCM blocks)](image)

Figure 6.9. BER Performance of CP based systems under CFO effects (using HH-LDC), channel order 3, $N_C = 32$, $N_F = 16$, $T = 16$, $FSR = 2$, $CCI = 2$(OFDM or SCM blocks)
In Figure 6.9, the detrimental effects of CFO are observed. Under the normalized CFO setting of $\varepsilon = 0.02$, CP based systems without CFO outperform those with CFO, especially at higher SNRs. In higher SNRs, the performance loss of LDC-CP based systems due to CFO effects is higher than that of uncoded CP based systems. Although having the highest performance loss under CFO effects, LDC-CP-SCM has the best performance in time varying frequency selective channels.

### 6.5.7 Comparison between LDC-CP-SCM and LTC-CP-SCM systems

![Graph showing BER performance comparison between LDC-CP-SCM and LTC-CP-SCM systems](image)

Figure 6.10. BER Performance of LDC-CP-SCM (using HH-LDC) vs. LTC-CP-SCM (using LCPA), channel order 7, $N_C = 32$, $N_F = 8$, $T = 8$

Figure 6.10 shows a diversity performance comparison of BER vs. SNR between
LDC-CP-SCM and LTC-CP-SCM. In all curves shown, LDC-CP-SCM (using HH-LDC) perform similar to LTC-CP-SCM (using LCPA), which suggests that LTC-CP-SCM (using LCPA) is close full joint frequency-time diversity design.

It is deserved to remark that compared to general LDC-SCM, LTC-SCM is only with much small complexity, which agrees with the design principle of SCM-FDE for mobile terminal or uplink transmission.

Further, this result motivates us to propose a new type of LDC-OFDM, which we call double linear transformation coded OFDM (DLT-OFDM).

1) DLT-OFDM may also include multiple frequency-time (FT) blocks, each of which is of size $T \times N_{F(i)}$, $i = 1, ..., K$, where $N = \sum_{i=1}^{K} N_{F(i)}$.

2) each $T \times N_{F(i)}$ FT block is constructed by two stages of LTC procedure, frequency-LTC (F-LTC) of size $1 \times N_{F(i)}$ and time-LTC (T-LTC) of size $T \times 1$ in order or T-LTC and F-LTC in order.

3) the LTC chosen of the two stages are not necessary the same.

6.6 Conclusions

This chapter proposes the use of high-rate LDC in single-carrier block communications systems with either cyclic-prefix or zero-padding guard intervals in time-varying frequency selective channels. While performance improvement has been previously obtained for multicarrier systems [122], performance of single-carrier systems may also be improved using high-rate LDC, as is shown in this chapter. In the LDC-SCM design tested, an increase in time diversity resulted in a performance improvement. However, it may be possible for LDC to improve joint frequency and time diversity,
which is a subject of future investigation. This chapter also provides a sufficient condition for LDC-CP-SCM to maximize all available joint frequency and time diversity gain and coding gain. This chapter provides the relation of full joint frequency-time diversity designs between LDC-OFDM and LDC-SCM. Simulations reveal that LDC-SCM may outperform both uncoded SCM in time-varying frequency selective channels, even under CFO effects. Under the normalized CFO setting of $\varepsilon = 0.02$ and $CCI = 2$ OFDM or SCM blocks in Figure 6.9, LDC-CP-SCM with CFO effects outperforms LDC-CP-SCM with CFO effects by 3.8dB at $BER = 10^{-2}$.

Simulations also show that full joint frequency-time diversity designs of both LDC-OFDM and LDC-SCM perform similarly. This chapter also shows that LDC-CP-SCM with forward error correction may outperform CP-SCM with forward error correction over time. LDC-ZP-SCM may be implemented using low complexity MMSE equalizers without significant performance degradation. Finally, this chapter also propose a low complexity LDC-SCM design, LTC-SCM, which is able to perform close to joint frequency-time diversity. Further, as a byproduct of analysis, this chapter proposes a class of low complexity LDC-OFDM designs, DLT-OFDM.
Chapter 7

Linear dispersion over space, time and frequency

7.1 Introduction

Recently, multiple transmit and receive antennas (MIMO) have attracted considerable attention to accommodate broadband wireless communications services. In frequency non-selective fading channels, diversity is available only in space and time domains. The related coding approaches are termed space-time codes (STC) [102]. However, high-data-rate wireless communications often experience wideband frequency-selective fading. In frequency-selective channels, there is additional frequency diversity available due to multipath fading. A challenging problem is to develop new coding and modulation methods to exploit all available diversity across space, time and frequency within reasonable computation complexity limits as well as maintain high bandwidth efficiency.

Multicarrier modulation, especially orthogonal frequency division multiplexing
OFDM), mitigates frequency selectivity by transforming a wideband multipath channel into multiple parallel narrowband flat fading channels, enabling simple equalization. To obtain frequency diversity in OFDM transmission, space frequency coding (SFC) [7] may be employed, which encodes a source data stream over multiple transmit antennas and OFDM tones. In SFC, codewords lie within one OFDM block period and cannot exploit time diversity over multiple OFDM blocks. Recent coding over three dimensions - space, time and frequency, or STFC, being investigated is summarized as follows. Most existing block-based STFC designs assume constant MIMO channel coefficients over one STFC codeword (comprising multiple OFDM blocks), but may vary over different STFC codewords. In general, existing STFCs are not high-rate codes. For example, in [74], Liu and Giannakis propose a STFC based on a combination of orthogonal space time block codes [3,101] and linear constellation precoding [126]; Gong and Letaief introduce the use of trellis-based STFC [37], Luo and Wu consider the design of bit-interleaved space-time-frequency block coding (BI-STFBC) [75], and Su and Liu proposes a symbol coding rate $1 / \min \{N_T, N_R\}$ STFC using Vandermonde matrix as encoding matrix, where $N_T$ is the number of transmit antennas [99]. We remark that our definition of symbol coding rate is different from that implicitly used in [99]. Symbol coding rate will be formally defined and discussed in Section 7.3.4.

In this chapter, we consider a STFC design with the following features: (1) support of arbitrary numbers of transmit antennas, (2) requirement of constant channel coefficients over only a single OFDM block instead of over a whole STFC codeword, (3) provision of up to rate-one coding, (4) compatibility with non-LDC-coded MIMO-OFDM systems and (5) moderate computation complexity.

The key idea for the proposed STFC designs in this chapter is to employ linear
dispersion codes (LDC), which were pioneered in [42] for use as space time codes for block flat-fading channels. In this chapter, we propose and compare two block-based high-rate STFCs coding procedures with rates up to one - one termed double linear dispersion space-time-frequency-coding (DLD-STFC), and the other termed linear dispersion space-time-frequency-coding (LD-STFC). In these approaches, an STF block is formed only across a subset of subcarrier indices instead of across all subcarriers.

A challenging issue in DLD-STFC design is to apply 2-D LDC in a 3-D code design. In DLD-STFC, two complete LDC stages of encoding are used, which process all complex symbols within one DLD-STFC codeword space. The diversity order for DLD-STFC is determined by the choices of LDC for the two stages. In LD-STFC, only a single LDC procedure is used for one STF block, and to achieve performance comparable to DLD-STFC, LD-STFC uses larger LDC sizes, and may be of higher complexity. This chapter also compares these to a system using a single LDC procedure applied only across frequency and time for MIMO-OFDM, termed MIMO-LDC-OFDM. This chapter analyzes the diversity properties of DLD-STFC and LD-STFC. The error union bound based analysis provides new code design criteria for complex input sequences. Spatial correlation effects for DLD-STFC are considered through simulations.

The chapter is organized as follows: after the MIMO-OFDM system model is described in Section 7.2, the DLD-STFC, LD-STFC and MIMO-LDC-OFDM systems are proposed in Section 7.3. Diversity properties of STF block based designs, related to DLD-STFC and LD-STFC, are discussed in Section 7.4. The LDC design criteria based on error union bound is analyzed in Section 7.5. System performance of DLD-STFC, LD-STFC and MIMO-LDC-OFDM are compared in Section 7.6.
7.2 MIMO-OFDM system model

7.2.1 System model

Consider a MIMO-OFDM system with $N_T$ transmit antennas, $N_R$ receive antennas and a OFDM block of $N_C$ subcarriers per antenna. The channel between the $m$-th transmit antenna and $n$-th receive antenna in the $k$-th OFDM block experiences frequency-selective, temporally flat Rayleigh fading with channel coefficients $h_{m,n}^{(k)} = [h_{m,n(0)}^{(k)}, ..., h_{m,n(L)}^{(k)}]^T$, $m = 1, ..., N_T, n = 1, ..., N_R$, where

$$L = \max\{L_{m,n}, m = 1, ..., N_T, n = 1, ..., N_R\},$$

$L_{m,n}$ is the frequency-selective channel order of the path between the $m$-th transmit antenna and $n$-th receive antenna. Note that the above model is based on the fact frequency selective channel between pairs of transmitter and receiver antennas would be different, since different transmitter-receiver channel often experience different physical environments, especially for outdoor communications. We assume channel coefficients that are constant within one OFDM block but statistically independent among different OFDM blocks.

Denote $x_{m,p}^{(k)}$ as the channel symbol transmitted on the $p$-th subcarrier from the $m$-th transmit antenna during the $k$-th OFDM block. The channel symbols $x_{m,p}^{(k)}$, $m = 1, ..., N_T$ and $p = 1, ..., N_C$ are transmitted on $N_C$ subcarriers in parallel by $N_T$ transmit antennas.

Each receive antenna signal experiences additive complex Gaussian noise. At the transmitter, a cyclic prefix (CP) guard interval is appended to each OFDM block. After CP is removed, FFT is applied to transform received signals to frequency domain. The received frequency domain channel symbol sample $y_{n,p}^{(k)}$ at the $n$-th receive
antenna, is
\[ y_{n,p}^{(k)} = \sqrt{\frac{\rho}{N_T}} \sum_{m=1}^{N_T} H_{m,n,p}^{(k)} x_{m,p}^{(k)} + \nu_{n,p}^{(k)}, \quad n = 1, \ldots, N_R, p = 1, \ldots, N_C \] (7.1)
where \( H_{m,n,p}^{(k)} \) is the \( p \)-th subcarrier channel gain from the \( m \)-th transmit antenna and \( n \)-th receive antenna during the \( k \)-th OFDM block,
\[ H_{m,n,p}^{(k)} = \sum_{l=0}^{L} h_{m,n,l}^{(k)} e^{-j(2\pi/N_c)l(p-1)} \] (7.2)
or equivalently
\[ H_{m,n,p}^{(k)} = [w_p]^T h_{m,n}^{(k)}, \] (7.3)
where
\[ w_p = [1, \omega^{p-1}, \omega^{2(p-1)}, \ldots, \omega^{L(p-1)}]^T, \] (7.4)
\( \omega = e^{-j(2\pi/N_c)} \), and the additive noise is circularly symmetric, zero-mean, complex Gaussian with variance \( N_0 \). We assume the additive noise to be statistically independent for different \( n, p, \) and \( k \). The normalization \( \sqrt{\frac{\rho}{N_T}} \) ensures that the signal-to-noise-ratio (SNR) at each receive antenna \( \rho \) is independent of \( N_T \).

### 7.2.2 Matrix form

Denote the transmitted channel symbol vector of the \( p \)-th subcarrier during the \( k \)-th OFDM block as
\[ x_{p}^{(k)} = \left[ x_{1,p}^{(k)} \cdots x_{N_T,p}^{(k)} \right]^T \in \mathbb{C}^{N_T \times 1}, \] (7.5)
the corresponding channel gain matrix of the \( p \)-th subcarrier during the \( k \)-th OFDM block as
\[ H_p^{(k)} = \begin{bmatrix} H_{1,1,p}^{(k)} & \cdots & H_{N_T,1,p}^{(k)} \\ \vdots & \ddots & \vdots \\ H_{1,N_R,p}^{(k)} & \cdots & H_{N_T,N_R,p}^{(k)} \end{bmatrix}, \] (7.6)
the corresponding noise vector as

$$v_p^{(k)} = \begin{bmatrix} v_{1,p}^{(k)} & \cdots & v_{N_{R,p}}^{(k)} \end{bmatrix}^T \in \mathbb{C}^{N_{R} \times 1}, \quad \text{(7.7)}$$

and received channel symbol vector of the $p$-th subcarrier during the $k$-th OFDM block as

$$y_p^{(k)} = \begin{bmatrix} y_{1,p}^{(k)} & \cdots & y_{N_{R,p}}^{(k)} \end{bmatrix}^T \in \mathbb{C}^{N_{R} \times 1}. \quad \text{(7.8)}$$

Then, we express the system equation for the $p$-th subcarrier during the $k$-th OFDM block as

$$y_p^{(k)} = \sqrt{\frac{\rho}{N_T}} H_p^{(k)} x_p^{(k)} + v_p^{(k)}, \quad p = 1, \ldots, N_c. \quad \text{(7.9)}$$

### 7.3 Proposed systems

This section proposes two new constructions of STFC based on linear dispersion codes, referred to as DLD-STFC and LD-STFC, established over the MIMO OFDM model described in Section 7.2. Codeword construction of both DLD-STFC and LD-STFC will be discussed. DLD-STFC is the main focus of this section.

#### 7.3.1 DLD-STFC codeword construction

##### 7.3.1.1 Codeword construction procedure

This is performed in two stages. Each stage is a complete LDC coding procedure itself and processes all complex symbols within the range of one DLD-STFC codeword. The first encoding stage is the frequency-time LDC stage (FT-LDC), in which LDC is performed across frequency (OFDM subcarriers) and time (OFDM blocks), enabling frequency and time diversity. The second encoding stage is the space-time LDC stage.
(ST-LDC), in which LDC is performed across space ($N_T$ transmit antennas) and time ($T$ OFDM blocks), enabling space and time diversity.

In the FT-LDC stage, there are $D$ LDC matrix codewords. The $d$-th matrix codeword is of size $T \times N_F^{(d)}$, $d = 1, ..., D$, where $D$ is a multiple of $N_T$. The $D$ LDC matrix codewords are grouped into $N_T$ subgroups. The $m$-th subgroup, which is allocated to the $m$-th antenna, has $D = \sum_{m=1}^{N_T} D_m, m = 1, ..., N_T$ LDC matrix codewords. The $i$-th LDC codeword of the $m$-th subgroup in the FT-LDC stage is of size $T \times N_{F(m,i)}, i = 1, ..., D_m, m = 1, ..., N_T$, where $i = d \mod D_m$. We use $N_{F(i)}$, which differs from $N_F^{(d)}$ in subscript $i = 1, ..., D_m$, as the local index of FT-LDC for each transmit antenna, and superscript $d = 1, ..., D$ which stands for the global index for all $D$ LDC codewords. LDC codewords in the FT-LDC stage are chosen with size constraints

$$N_{F(m,i)} = N_{F(i)}, \quad (7.10)$$

$$\sum_{i=1}^{D_m} N_{F(m,i)} = N_C, \quad (7.11)$$

where $i = 1, ..., D_m, m = 1, ..., N_T$. The size of an DLD-STFC codeword is $N_T N_C T$ symbols. When $D_m = D/N_T, m = 1, ..., N_T$ are satisfied, one DLD-STFC codeword consists of $D_m$ STF blocks, each of which is of size $N_T N_{F(i)} T, i = 1, ..., D_m$ and are also constructed through the DLD operation. Constraint (7.10) implies that the $i$-th LDC codewords of subgroups $m = 1, ..., N_T$, are of the same matrix size. Further, we propose that the $i$-th LDC codewords of all the $m$-th subgroups, where $m = 1, ..., N_T$, use the same LDC dispersion matrices and share the same subcarrier mappings, i.e., the same subcarrier indices of OFDM. Thus the FT-LDC coded symbols with the same subcarrier index among different transmit antennas share similar frequency-time diversity properties. The $D$ LDC encoders of FT-LDC encode $Q_d, d = 1, ..., D$.
data symbols in parallel. Each codeword is mapped to $N_T$ transmit antennas and $T$ OFDM blocks. Consequently, a three-dimensional array, $\mathbf{U}_{k,m,p}$, $k = 1, ..., T, m = 1, ..., N_T, p = 1, ..., N_c$, is created. In the FT-LDC stage, LDC symbol coding rate could be less than or equal to one. The FT-LDC blocks are illustrated in Figure 7.1.

In the ST-LDC stage, the signals from the FT-LDC stage are encoded per sub-carrier. Thus there are $N_C$ LDC encoders in this stage. Notationally, define the space time symbol matrix having been encoded in FT-LDC stage for the $p$-th OFDM subcarrier as $\mathbf{U}_p$, and $[\mathbf{U}_p]_{k,m} = \mathbf{U}_{k,m,p}$, $k = 1, ..., T, m = 1, ..., N_T, p = 1, ..., N_C$. The ST-LDC blocks are illustrated in Figure 7.2.

Denote $\mathbf{u}_p^{vec} = \text{vec}(\mathbf{U}_p)$, which is the source signal sequence of the $p$-th LDC codeword to be encoded in the ST-LDC stage, where $p = 1, ..., N_C$. This stage further
Figure 7.2. ST-LDC block in DLD-STFC
establishes the basis of space and time diversity. In this stage, LDC symbol coding rate is required to be one.

7.3.2 LD-STFC codeword construction

This chapter also propose an alternative LDC system with a single combined STFC stage, termed LD-STFC. This comprises only one complete LD coding procedure, and one LDC codeword is applied across multiple OFDM blocks and multiple antennas.

In one LD-STFC codeword, there are $D$ LDC matrix codewords. The $i$-th matrix codeword is of size $T \times N_{LD}^{(i)}, i = 1, ..., D$, and $N_{LD}^{(i)}$ is a multiple of $N_T$. One constraint is

$$N_C = \frac{1}{N_T} \sum_{i=1}^{D} N_{LD}^{(i)} \tag{7.12}$$

We partition the $i$-th LDC codeword into $N_T$ matrix blocks, each of which is of size $T \times N_{LD(i)}^{ant}$, and

$$N_{LD(i)}^{ant} = \frac{1}{N_T} N_{LD}^{(i)}. \tag{7.13}$$

We map each $T \times N_{LD(i)}^{ant}$ block into each transmit antenna, where $T$ denotes the number of OFDM blocks. Each LDC codeword therefore includes multiple antennas (space), OFDM blocks (time) and OFDM subcarriers (frequency). The size of an LD-STFC codeword is $N_T N_C T$ symbols, and one LD-STFC codeword consists of $D$ STF blocks, each with size $N_T \times N_{LD(i)}^{ant} \times T, i = 1, ..., D$.

7.3.3 DLD-STFC system receiver

In a DLD-STFC receiver, signal reception involves three steps. The first step estimates MIMO-OFDM signals for an entire DLD-STFC block, i.e., $T$ OFDM blocks.
transmitted from $N_T$ antennas. The second and third steps estimate source symbols of the ST-LDC and FT-LDC encoding stages, respectively. Following this, data bit detection is performed.

Denote the $d$-th data source symbol vector with zero-mean, unit variance for the $d$-th LDC codeword of the FT-LDC stage as $\mathbf{s}^{(d)} = \begin{bmatrix} s_1^{(d)} & s_2^{(d)} & \cdots & s_{Q_d}^{(d)} \end{bmatrix}$, where $d = 1, ..., D$, and $Q_d$ denote the number of data source symbols encoded in the $d$-th LDC codeword $\mathbf{S}_{FT,LDC}^{(d)}$ of the FT-LDC stage and $\hat{\mathbf{s}}^{(d)}$ is the corresponding estimated data source symbol vector. In addition, denote the estimate of $\mathbf{S}_{FT,LDC}^{(d)}$ as $\hat{\mathbf{S}}_{FT,LDC}^{(d)}$. Further, denote the estimated version of $\mathbf{u}_{p}^{sec}$ as $\hat{\mathbf{u}}_{p}^{sec}$. Also denote estimated $\mathbf{S}_{ST,LDC}^{(p)}$ as $\hat{\mathbf{S}}_{ST,LDC}^{(p)}$. Denote the LDC encoding matrices needed to obtain $\mathbf{S}_{FT,LDC}^{(d)}$ and $\mathbf{S}_{ST,LDC}^{(p)}$ as $\mathbf{G}_{FT,LDC}^{(d)}$ and $\mathbf{G}_{ST,LDC}^{(p)}$, respectively.

For simplicity of discussion, we consider the case that $\mathbf{G}_{FT,LDC}^{(d)} = \mathbf{G}_{FT,LDC}$, $\mathbf{G}_{ST,LDC}^{(p)} = \mathbf{G}_{ST,LDC}$, $d = 1, ..., D$, $p = 1, ..., N_C$ are all unitary matrices and $Q_d = Q$, $d = 1, ..., D$. The covariance matrices of MIMO-OFDM channel symbols are then identity matrices. This can also be generalized to the case of non-identically distributed uncorrelated symbols.

### 7.3.3.1 Step 1 - MIMO-OFDM signal estimation

In the proposed DLD-STFC decoding algorithm, LDC decoding is independent of MIMO-OFDM signal estimation. Thus the proposed DLD-STFC system could be backwards-compatible with non-LDC-coded MIMO-OFDM systems. An advantage of DLD-STFC decoding is that channel coefficients may vary over multiple OFDM blocks.

Assuming that MIMO-OFDM symbols are normalized to unit variance, based on system equation (7.9), the minimum-mean-squared-error (MMSE) equalizer is given
by

\[
G_{p,(k)}^{MMSE} = \sqrt{\frac{\rho}{N_T}} C_{x_p^{(k)}} \left( H_p^{(k)} \right)^\dagger \left[ I_{N_T} + \frac{\rho}{N_T} H_p^{(k)} C_{x_p^{(k)}} \left( H_p^{(k)} \right)^\dagger \right]^{-1} \tag{7.14}
\]

\[
\hat{x}_p^{(k)} = G_{p,(k)}^{MMSE} \hat{y}_p^{(k)}
\tag{7.15}
\]

where \( p = 1, \ldots, N_C, k = 1, \ldots, T \), \( C_{x_p^{(k)}} \) is the covariance matrix of \( x_p^{(k)} \), which could be calculated using knowledge of \( G_{ST,LD}^{(d)} \) and \( G_{ST,LD}^{(p)} = G_{ST,LD} \).

### 7.3.3.2 Step 2 - ST-LDC block signal estimation

Reorganizing the results of the MIMO OFDM estimation into \( N_C \) estimated LDC matrix codewords \( \hat{S}_{ST,LD}^{(p)} \), the estimates are

\[
\hat{u}_p^{vec} = \left[ G_{ST,LD}^{(p)} \right]^\dagger vec \left( \hat{S}_{ST,LD}^{(p)} \right),
\tag{7.16}
\]

where \( p = 1, \ldots, N_C \).

### 7.3.3.3 Step 3 - FT-LDC block signal estimation

Reorganizing the results of step 2 into \( D \) estimated LDC matrix codewords \( \hat{S}_{FT,LD}^{(d)} \), \( d = 1, \ldots, D \) of the FT-LDC stage, we obtain

\[
\hat{s}^{(d)} = \left[ G_{FT,LD}^{(d)} \right]^\dagger vec \left( \hat{S}_{FT,LD}^{(d)} \right),
\tag{7.17}
\]

where \( d = 1, \ldots, D \).
7.3.4 Symbol coding rate for DLD-STFC, LD-STFC and MIMO-LDC-OFDM systems

For DLD-STFC, assume that the $d$-th LDC matrix codeword of the FT-LDC stage is encoded using $Q_d$ complex source symbols. For LD-STFC, assume that the $d$-th LDC matrix codeword is also encoded using $Q_d$ complex source symbols. We also consider a third system with only a FT-LDC stage (each LDC codeword is not across multiple transmit antennas but transmitted on one antenna), termed MIMO-LDC-OFDM, i.e., straightforwardly applying LDC-OFDM as proposed in [122] to each antenna of a MIMO system.

We define the symbol coding rate of the three systems as

$$R^{sym} = \frac{\sum_{d=1}^{D} Q_d}{\min\{N_T, N_R\} T N_C}. \quad (7.18)$$

7.3.5 Layered system structure and complexity issues

Both DLD-STFC and LD-STFC require coding matrices with the property that STFC codeword symbols are uncorrelated. Hence, the proposed STFC systems could be viewed as having the layered structure as shown in Figure 7.3, which enable the designed STFC systems to be compatible to non-LDC-coded MIMO-OFDM systems. There are at least two advantages of the layered system structure: (1) many existing signal estimation algorithms developed for non-LDC-coded MIMO-OFDM systems are also applicable to DLD-STFC and LD-STFC systems, and (2) reduced complexity. In principle, it is possible to utilize a single STF block across all transmit antennas, subcarriers and OFDM blocks, and a rate-one STFC design would need coding matrices of size $N_T N_C T \times N_T N_C T$, which leads to extremely high computation complexity, since the codebook size for rate-one codes in this case is $[r_c]^{N_T N_C T}$,
Figure 7.3. Layered structure of DLD-STFC communications
where $r_c$ is the constellation size of source data symbols. Both DLD-STFC and LD-STFC receivers may advantageously employ the lower complexity multiple successive estimation stages instead of single-stage joint signal estimation (maximum likelihood or sphere decoding detectors) and LDC decoding. Due to layered structure, it is clear that the extra complexity of DLD-STFC and LD-STFC beyond MIMO-OFDM signal estimation is the encoding and decoding procedure, and per-data-symbol extra complexity is proportional to the corresponding symbol coding rate.

### 7.4 Diversity aspects

Both DLD-STFC and LD-STFC are STF block-based designs. Based on the analysis of pairwise error probability, we determine the achievable diversity of these systems.

Since both DLD-STFC and LD-STFC include all LDC coding properties within either a $T \times N_{F(i)} N_T$ block or a $T \times N_{ant} N_{LD(i)} N_T$ block, in the following analysis, we consider a single block $C^{(i)}$. The block $C^{(i)}$ is created after encoding all the $i$-th FT-LDC codewords on all the transmit antennas and encoding the corresponding ST-LDC codewords in the case of DLD-STFC; or, after encoding all of the $i$-th LDC codewords across all transmit antennas and OFDM blocks in the case of the LD-STFC.

We use the unified notation $N_{freq(i)}$ to represent both $N_{F(i)}$ of DLD-STFC and $N_{LD(m,i)}$ of LD-STFC and unified notation $D_{STFB}$ (the number of STF block) to represent both $D_m$ of DLD-STFC and $D$ of LD-STFC. Thus the block $C^{(i)}, i = 1, ..., D_{STFB}$ is of size $T \times N_{freq(i)} N_T$. For simplicity, in block $C^{(i)}$, consider the case that the subcarrier indices chosen from all the OFDM blocks are the same, and denote subcarrier indexes chosen $\{n_{F(i)}^{(m)}; n_{F(i)} = 1(i), ..., N_{freq(i)}, i = 1, ..., D_{STFB}, m =$
1, ..., \(N_T\}). Denote the STF block \(C^{(i)}\) in matrix form as

\[
C^{(i)} = \begin{bmatrix}
C^{(1,i)}^T & C^{(2,i)}^T & \cdots & C^{(T,i)}^T
\end{bmatrix}^T,
\]

where

\[
C^{(k,i)} = \begin{bmatrix}
c^{(k)}_{p_1^{(1)}(i)} & c^{(k)}_{p_2^{(2)}(i)} & \cdots & c^{(k)}_{p_{N_T}^{(N_T)}(i)} \\
p_1^{(1)}(i) & p_2^{(2)}(i) & \cdots & p_{N_T}^{(N_T)}(i)
\end{bmatrix},
\]

and \(c^{(k)}_{nF(i)}\), \(nF(i) = 1(i), ..., N_{freq(i)}, m = 1, ..., N_T\) is the channel symbol of \(k\)-th OFDM block in STF block \(C^{(i)}\), the \(p_{nF(i)}^{(m)}\)-th subcarrier from \(m\)-th transmit antenna.

Su and Liu [97] recently analyzed the diversity of STFC based on a STF block of size \(T \times N_C N_T\). Unlike [97], our analysis deals with only a single STF block of size of \(T \times N_{freq(i)} N_T\), where \(N_{freq(i)}\) is usually much less than \(N_C\) (note that [97] employs a different notation \(N\) instead of \(N_C\) to express the number of subcarriers in a OFDM block); in addition, the analysis in [97] is based on the assumption that the channel orders of all paths between transmit and receive antennas are the same. However, we assume frequency selective channel with orders that could be different among paths between transmit and receive antennas. Furthermore, the diversity analysis in [97] assumes no spatial correlation among transmit and receive antennas, while our analysis allows for arbitrary channel correlation among space (antennas), time (OFDM blocks) and frequency. In the following, we show that the upper bound diversity order for STF blocks of size \(T \times N_{freq(i)} N_T\) could be equal to the upper bound diversity order for STF blocks of size \(T \times N_C N_T\). Thus, even with lower complexity, a smaller size STF block-based design is possible to achieve full diversity.
We write the system equation for block \( C^{(i)} \) as

\[
\mathbf{R}^{(i)} = \sqrt{\frac{\rho}{N_T}} \mathbf{M}^{(i)} \mathbf{H}^{(i)} + \mathbf{V}^{(i)},
\]

(7.20)

where receive signal vector \( \mathbf{R}^{(i)} \) and noise vector \( \mathbf{V}^{(i)} \) are of size \( N_{freq(i)} N_R T \times 1 \). The coded STF block channel symbol matrix \( \mathbf{M}^{(i)} \) is of size \( N_{freq(i)} N_R T \times N_{freq(i)} N_T N_R T \), and \( \mathbf{M}^{(i)} = I_{N_R} \otimes \left[ \mathbf{M}^{(i)}_1, \ldots, \mathbf{M}^{(i)}_{N_R} \right] \), where

\[
\mathbf{M}^{(i)}_m = \text{diag} \left( c_{m,p_{(m)}}^{(1)}, \ldots, c_{m,p_{N_{freq(i)}}}^{(1)} \right)
\]

\( i = 1, \ldots, D_{STFB}, m = 1, \ldots, N_T \). The channel vector \( \mathbf{H}^{(i)} \) is of size \( N_{freq(i)} N_T N_R T \times 1 \), and

\[
\mathbf{H}^{(i)} = \begin{bmatrix} \mathbf{H}_{1,1}^{(i)T} & \cdots & \mathbf{H}_{N_T,1}^{(i)T} & \cdots & \mathbf{H}_{1,2}^{(i)T} & \cdots & \mathbf{H}_{N_T,2}^{(i)T} \end{bmatrix}^T,
\]

where \( \mathbf{H}_{m,n}^{(i)} \) is of size \( N_{freq(i)} T \times 1 \),

\[
\mathbf{H}_{m,n}^{(i)} = \begin{bmatrix} H_{m,n,p_{(m)}}^{(1)}, & H_{m,n,p_{(m)}}^{(1)}, & \ldots, & H_{m,n,p_{N_{freq(i)}}}^{(1)}, & \cdots, & H_{m,n,p_{(m)}}^{(T)}, & H_{m,n,p_{(m)}}^{(T)}, & \ldots, & H_{m,n,p_{N_{freq(i)}}}^{(T)} \end{bmatrix}^T
\]

and \( H_{m,n,p_{(m)}}^{(k)} \) is the path gain of \( k \)-th OFDM block, the \( p_{n,F(i)}^{(m)} \)-th subcarrier for block \( C^{(i)} \) between the \( m \)-th transmit antenna and the \( n \)-th receive antenna. Thus, according to (7.3), we get

\[
H_{m,n,p_{n,F(i)}}^{(k)} = \mathbf{w}_{p_{n,F(i)}}^{(m)} \mathbf{h}_{m,n}^{(k)}.
\]

(7.21)

Consider the pair of matrices \( \mathbf{M}^{(i)} \) and \( \tilde{\mathbf{M}}^{(i)} \) corresponding to two different STF blocks \( C^{(i)} \) and \( \tilde{C}^{(i)} \). The upper bound pairwise error probability [96] is

\[
P \left( \mathbf{M}^{(i)} \to \tilde{\mathbf{M}}^{(i)} \right) \leq \left( \frac{2r - 1}{r} \right) \left( \prod_{a=1}^{r} \gamma_a \right)^{-1} \left( \frac{\rho}{M_t} \right)^{-r},
\]

(7.22)
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where $r$ is the rank of $\left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^H$, and $R_{H^{(i)}} = E \left\{ H^{(i)} [H^{(i)}]^H \right\}$ is the correlation matrix of vector $H^{(i)}$, $R_{H^{(i)}}$ is of size $N_{freq(i)} N_T N_R T \times N_{freq(i)} N_T N_R T$.

$\gamma_a, a = 1, ..., r$ are the non-zero eigenvalues of

$$\Lambda^{(i)} = \left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^H.$$

Then the corresponding rank and product criteria are

1) Rank criterion: The minimum rank of $\Lambda^{(i)}$ over all pairs of different matrices $M^{(i)}$ and $\tilde{M}^{(i)}$ should be as large as possible.

2) Product criterion: The minimum value of the product $\prod_{a=1}^r \gamma_a$ over all pairs of different $M^{(i)}$ and $\tilde{M}^{(i)}$ should be maximized.

To further analyze diversity properties of coded STF blocks, it is helpful to compute $R_{H^{(i)}} = E \left\{ H^{(i)} [H^{(i)}]^H \right\}$, the correlation matrix of vector $H^{(i)}$.

The frequency domain channel vector for each transmit and receive antenna path in matrix form is,

$$H_{m,n}^{(i)} = \left( I_T \otimes W^{(m,i)} \right) h_{m,n}, \quad (7.23)$$

where

$$m = 1, ..., N_T, n = 1, ..., N_R,$$

$$W^{(m,i)} = \left[ w_{p_1^{(i)}}, \cdots, w_{p_{N_{P_i}}^{(i)}} \right]^T$$

and

$$h_{m,n} = \left[ h_{m,n}^{(1)} \right]^T, \cdots, \left[ h_{m,n}^{(T)} \right]^T.$$  

The frequency domain channel vector for the whole coded STF block is written as,

$$H^{(i)} = W^{(i)} h, \quad (7.24)$$
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where

\[ \mathbf{W}^{(m,i)} = \begin{bmatrix} \mathbf{w}_{p_{1(i)}}^{(m)}, \cdots, \mathbf{w}_{p_{N_{freq}(i)}}^{(m)} \end{bmatrix}^T \] (7.25)

and

\[ \mathbf{h} = \begin{bmatrix} \mathbf{h}_{1,1}^T, \cdots, \mathbf{h}_{N_T,1}^T, \cdots, \mathbf{h}_{1,N_R}^T, \cdots, \mathbf{h}_{N_T,N_R}^T \end{bmatrix}^T. \]

Thus,

\[ \mathbf{R}_{\mathbf{H}}^{(i)} = E \left\{ \mathbf{W}^{(i)} \mathbf{h} \left[ \mathbf{W}^{(i)} \mathbf{h} \right]^H \right\} \]

\[ = \mathbf{W}^{(i)} E \left\{ \mathbf{h} \left[ \mathbf{h} \right]^H \right\} \left[ \mathbf{W}^{(i)} \right]^H, \] (7.26)

\[ = \mathbf{W}^{(i)} \Phi \left[ \mathbf{W}^{(i)} \right]^H \]

where

\[ \Phi = E \left\{ \mathbf{h} \left[ \mathbf{h} \right]^H \right\} . \]

Note that arbitrary channel correlation among space, time and frequency may occur in \( \Phi \).

In general, for matrices \( \mathbf{A} \) and \( \mathbf{B} \), we know

\[ \text{rank} \left( \mathbf{A} \mathbf{B} \right) \leq \min \{ \text{rank} \left( \mathbf{A} \right), \text{rank} \left( \mathbf{B} \right) \}. \] (7.27)

Thus,

\[ \text{rank} \left( \Lambda^{(i)} \right) \leq \min \left\{ \text{rank} \left( \mathbf{M}^{(i)} - \tilde{\mathbf{M}}^{(i)} \right), \text{rank} \left( \mathbf{R}_{\mathbf{H}}^{(i)} \right) \right\} . \] (7.28)

To maximize the rank of \( \mathbf{R}_{\mathbf{H}}^{(i)} \), it is sufficient to maximize the rank of \( \mathbf{W}^{(i)} \) and the rank \( \Phi \).

To maximize the rank of \( \mathbf{W}^{(i)} \), it is sufficient to maximize the ranks of \( N_{\text{freq}(i)} \times \) \((L + 1)\) matrices \( \mathbf{W}^{(m,i)} \) respectively, where \( m = 1, \ldots, N_T \). Thus we need to choose

\[ N_{\text{freq}(i)} \geq L + 1 \geq L_{m,n} + 1. \] (7.29)
When \( p_{n_F(i)}^{(m)} = p_{i(i)}^{(m)} + b(n_F-1) \), \( n_{F(i)}^{(m)} = 1_i, ..., N_{freq(i)} \), \( N_{freq(i)} \geq L+1 \), where \( p_{n_F}^{(i)} \leq N_C \) and \( b \) is a positive integer, \( W^{(m,i)} \) could achieve maximum rank \( L+1 \) (From (7.4) and (7.25), \( W^{(m,i)} \) is a square partition within a FFT matrix. For arbitrary subcarrier indices chosen, \( W^{(m,i)} \) is not generally full rank. For the given subcarrier indices chosen, the square partition is always full rank), then the rank of \( W^{(i)} \) could be maximized to \( T N_T N_R (L+1) \). The choice of interval \( b \) is discussed in [72] and [98]. It can be shown that the maximal achievable rank of \( \Phi \) is \( T \sum_{m=1}^{N_T} \sum_{n=1}^{N_R} (L_{m,n} + 1) \).

Hence, the maximal achievable rank of \( R_{H(i)} \) is \( T \sum_{m=1}^{N_T} \sum_{n=1}^{N_R} (L_{m,n} + 1) \). If \( L_{m,n} = L \) holds for all \( m = 1, ..., N_T; n = 1, ..., N_R \), \( R_{H(i)} \) can have a maximal achievable rank \( N_T N_R T (L+1) \). We know \( M^{(i)} - \tilde{M}^{(i)} \) is of a size \( N_{freq(i)} N_R T \times N_{freq(i)} N_T N_R T \). Thus \( \text{rank} \left( M^{(i)} - \tilde{M}^{(i)} \right) \leq N_{freq(i)} N_R T \).

Consequently, the achievable diversity order of the coded STF block satisfies

\[
\text{rank} \left( \Lambda^{(i)} \right) \leq \min \left\{ N_{freq(i)} N_R T, T \sum_{m=1}^{N_T} \sum_{n=1}^{N_R} (L_{m,n} + 1) \right\}. \tag{7.30}
\]

According to [79], when no correlation exists across space, time, and frequency, the STF correlation function can be expressed as

\[
\rho_{STF} (\Delta f, v) = \mathbb{E} \left[ h_{l,m,n}(t, f_1) h_{l',m',n'}(t + v, f_2) \right]^* \tag{7.31}
\]

\[
= R_s((m, n), (m', n')) R_t(v) R_f(\Delta f),
\]

where \( \{l, m, n\} \) and \( \{l', m', n'\} \) are a pair of indices of frequency selective channel taps, transmit and receive antennas, \( t \) and \( f \) are time and frequency parameters, respectively. As a straightforward extension, if the time correlation is independent of the space and frequency correlation,

\[
\rho_{STF} (\Delta f, v) = R_s f((m, n, f_1), (m', n', f_2)) R_t(v), \tag{7.32}
\]

In this case, we have

\[
\text{rank}(R_{H(i)}) = \text{rank}(R^{(i)}_t) \text{rank}(R^{(i)}_{sf}), \tag{7.33}
\]
and the upper bound diversity order in (7.30) becomes

\[
\min \left\{ N_{\text{freq}}(i) N_R T, \text{rank}(R_t^{(i)}) \sum_{m=1}^{N_T} \sum_{n=1}^{N_R} (L_{m,n} + 1) \right\},
\]

(7.34)

where \( R_t^{(i)} \) is a \( T \times T \) time correlation matrix, and \( N_{\text{freq}}(i) \geq L + 1 \).

The above analysis has revealed that it is possible for a properly chosen STF block design of size \( T \times N_{\text{freq}}(i) N_T \) to achieve a diversity order up to \( T \sum_{m=1}^{N_T} \sum_{n=1}^{N_R} (L_{m,n} + 1) \), which is more general than the upper bound diversity order \( N_R N_T T (L + 1) \) provided in [97], since we consider the varying frequency selective channel orders of different transmit-receive antenna paths. The necessary condition that STF block design achieves a certain diversity order is that the rank of the channel correlation matrix be equal to the diversity order of the STF block.

The STF blocks \( C^{(i)} \), \( i = 1, ..., D_{\text{STFB}} \) of both DLD-STFC and LD-STFC designs are across multiple time-varying OFDM blocks, multiple transmit antennas and multiple subcarriers, and thus have the potential to achieve full diversity order. The smaller block-size STFC design may in fact achieve high performance with lower complexity. However, the actual diversity order achieved is based on the specific LDC design chosen. In [42], diversity order is not optimized. In [47], both capacity and error probability are used as criteria but the diversity analysis is based on quasi-static flat fading space-time channels. The proposed LD-STFC has diversity determined by the a single LDC procedure operating in 3-D STF space. In contrast, DLD-STFC includes two complete LDC procedures, operating over FT and ST 2-D planes. If the FT-LDC and ST-LDC procedures achieve full diversity order, then DLD-STFC can achieve diversity order up to \( T \sum_{m=1}^{N_T} \sum_{n=1}^{N_R} (L_{m,n} + 1) \), where \( N_R \) is independent of specific STFC design. In addition, in DLD-STFC, source symbols for ST-LDC are coded FT-LDC symbols. Thus time dependency is already included, and therefore the upper bound additional maximal diversity order for ST-LDC is \( N_T \) instead of \( N_T T \).
DLD-STFC operates on much smaller 2-D FT-LDC and ST-LDC blocks instead of the larger 3-D STF blocks.

### 7.5 Design criteria based on union bound

The error union bound (EUB) has been defined in Section 2.2.2, and the EUB used in this chapter is block based EUB. Based on EUB, we analyze an LDC coding stage across multiple transmit antennas, i.e., the ST-LDC stage of DLD-STFC and the STF stage of LD-STFC. In [88], space-time codes are analyzed based on EUB, where channel gains are assumed constant over time during the entire space-time codewords. We provide an EUB analysis for MIMO OFDM channels whose gains may vary over the time duration of an LDC codeword, e.g., over different OFDM blocks. The EUB can be expressed as

\[
P_U = \sum_{a=1}^{N_B} p_a \sum_{b \neq a}^{N_B} PEP_{ab} \leq (N_B - 1) \max_{ab} PEP_{ab},
\]

where \( p_a \) is the probability that LDC codeword \( X^{(a)} \) was transmitted, \( PEP_{ab} \) is the probability that receiver decides \( X^{(b)} \) when \( X^{(a)} \) is actually transmitted, and \( N_B \) is the LDC code book size.

We write a unified system equation for one STF block as

\[
R_U = \sqrt{\frac{N_T}{N_S}} H_U \sum_{q=1}^{Q} vec(A_q) s_q + V_U,
\]

where \( R_U \) and \( V_U \) are the received signal and additive noise vectors, respectively, \( A_q, q = 1, ..., Q \) are linear dispersion matrices, \( s_q, q = 1, ..., Q \) are source symbols for this LDC coding procedure, and \( H_U \) denotes the channel matrix corresponding to different code mappings.

In the following, the subcarrier indices are the same as that in Section 7.4.
For LD-STFC, \( H_U = \mathbf{H}_{\text{LD-STFC}}^{(i)} \), and
\[
\mathbf{H}_{\text{LD-STFC}}^{(i)} = \begin{bmatrix}
\mathbf{H}_{\text{LD-STFC}(1,1)}^{(i)} & \cdots & \mathbf{H}_{\text{LD-STFC}(N_T,1)}^{(i)} \\
\vdots & \ddots & \vdots \\
\mathbf{H}_{\text{LD-STFC}(1,N_R)}^{(i)} & \cdots & \mathbf{H}_{\text{LD-STFC}(N_T,N_R)}^{(i)}
\end{bmatrix},
\]
where
\[
\mathbf{H}_{\text{LD-STFC}(m,n)}^{(i)} = \text{diag}(H_{m,n,p_F}^{(1)}(m,i), \ldots, H_{m,n,p_F}^{(T)}(m,i) ),
\]
and \( p_{F(i)}^{(m)}, n_{F(i)} = 1(i), \cdots, N_{\text{ant}}^{LD} \) are the subcarrier indices of the partition of the \( i \)-th LDC on the \( m \)-th transmit antenna. For the ST-LDC stage of DLD-STFC, \( H_U = \mathbf{H}_{\text{DLD-STFC-ST}}^{(p_{F(i)})} \), with
\[
\mathbf{H}_{\text{DLD-STFC-ST}}^{(p_{F(i)})} = \begin{bmatrix}
\mathbf{H}_{\text{DLD-STFC-ST}(1,1)}^{(p_{F(i)})} & \cdots & \mathbf{H}_{\text{DLD-STFC-ST}(N_T,1)}^{(p_{F(i)})} \\
\vdots & \ddots & \vdots \\
\mathbf{H}_{\text{DLD-STFC-ST}(1,N_R)}^{(p_{F(i)})} & \cdots & \mathbf{H}_{\text{DLD-STFC-ST}(N_T,N_R)}^{(p_{F(i)})}
\end{bmatrix},
\]
where
\[
\mathbf{H}_{\text{DLD-STFC-ST}(m,n)}^{(p_{F(i)})} = \text{diag}(H_{m,n,p_F}^{(1)}(m,i), \ldots, H_{m,n,p_F}^{(T)}(m,i) ),
\]
and \( p_{F(i)}^{(m)}, n_{F(i)} = 1(i), \cdots, N_{F(i)} \) are the subcarrier indices of the partition of the \( i \)-th LDC on the \( m \)-th transmit antenna.

Denote the channel-weighted inner product between two dispersion matrices as
\[
\Omega_{p,q} = \langle \text{vec} (\mathbf{A}_p) , \text{vec} (\mathbf{A}_q) \rangle_{H_U} = \frac{1}{2} \left( \text{Tr} \left( [\text{vec}(\mathbf{A}_p)]^T [H_U]^T H_U \text{vec}(\mathbf{A}_q) \right) + \text{Tr} \left( [\text{vec}(\mathbf{A}_q)]^T [H_U]^T H_U \text{vec}(\mathbf{A}_p) \right) \right) = \text{Tr} \left( [\text{vec}(\mathbf{A}_p)]^T [H_U]^T H_U \text{vec}(\mathbf{A}_q) \right) = \text{Tr} \left( H_U \text{vec}(\mathbf{A}_p) [\text{vec}(\mathbf{A}_q)]^T [H_U]^T \right)
\]

\[ \Omega_{q,q} = \|H_U vec(A_q)\|_F^2 \geq 0, \quad (7.38) \]

where \( p,q = 1, \ldots, Q \). Denote squared pairwise Euclidean distance between two received codewords \( X^{(a)} \) and \( X^{(b)} \) and for the given channel \( H_U \) as

\[
D_{a,b} = \left\| H_U (X^{(a)} - X^{(b)}) \right\|_F^2
\]

\[
= \left\| \sum_{q=1}^{Q} \left[ [H_U vec(A_q)] (s_q^{(a)} - s_q^{(b)}) \right] \right\|_F^2 \quad (7.39)
\]

\[
= \sum_{q=1}^{Q} \left[ \Omega_{q,q} |e_q^{(a,b)}|^2 \right] + 2 \text{Re} \left\{ \sum_{q=1}^{Q} \sum_{p<q}^{Q} \left[ \Omega_{p,q} [e_p^{(a,b)}]^* e_q^{(a,b)} \right] \right\},
\]

where

\[ e_q^{(a,b)} = s_q^{(a)} - s_q^{(b)} \]

denotes the difference between source symbol sequences (a) and (b) at the \( q \)-th position. Eq. (7.39) is obtained via

\[
Tr \left[ vec(A_p) \right]^H [H_U]^H H_U vec(A_q) \left[ e_p^{(a,b)} \right]^* e_q^{(a,b)} +
\]

\[
Tr \left[ vec(A_q) \right]^H [H_U]^H H_U vec(A_p) \left[ e_q^{(a,b)} \right]^* e_p^{(a,b)}
\]

\[
= 2 \text{Re} Tr \left( \left[ vec(A_p e_p^{(a,b)}) \right]^H [H_U]^H H_U vec(A_q e_q^{(a,b)}) \right)
\]

\[
= 2 \text{Re} \left\{ \Omega_{p,q} [e_p^{(a,b)}]^* e_q^{(a,b)} \right\}.
\]

The pairwise error probability conditioned on channel \( H_U \) is [84]

\[ PEP_{ab|H_U} = Q \left( \sqrt{\frac{\eta}{2} D_{ab}} \right), \quad (7.40) \]

where the SNR component is \( \eta = \frac{\rho}{N_T} \). The EUB conditioned on channel \( H_U \) is [88]

\[ P_U|H_U = \sum_{a=1}^{N_B} P_a \sum_{b \neq a}^{N_B} Q \left( \sqrt{\frac{\eta}{2} D_{ab}} \right). \quad (7.41) \]
As in [88,90], denote
\[
\Delta_1^{(a,b)} = \frac{\eta}{2} \sum_{q=1}^{Q} \left[ \Omega_{q,q} \left| e_q^{(a,b)} \right|^2 \right]
\] (7.42)
and
\[
\Delta_2^{(a,b)} = \frac{\eta}{2} \sum_{q=1}^{Q} \sum_{p<q} \Omega_{p,q} \left| e_p^{(a,b)} \right| \ast e_q^{(a,b)}
\] (7.43)

Using (7.37), (7.38), (7.39), (7.41), (7.42) and (7.43), we obtain [88,90]
\[
P_{U|H} = \sum_{a=1}^{N_B} p_a \sum_{b \neq a}^{N_B} Q \left( \sqrt{\Delta_1^{(a,b)} + \Delta_2^{(a,b)}} \right)
\] (7.44)

We have the following remarks.

1) The uncorrelated input source symbol sequences above are complex while those in [88,90], are real-valued. Thus, for QAM constellations for the case of [88,90], real and imaginary coordinates use different dispersion matrices and the minimum error event is one real output error, i.e., one coordinate in error. However, in the new approach, the minimum error would be one complex symbol.

2) Although (7.41), (7.42), (7.43), (7.44) are similar to expressions in [88,90], we have redefined \( D_{a,b}, \Omega_{p,q}, \Delta_1^{(a,b)}, \) and \( \Delta_2^{(a,b)} \) based on a channel whose coefficients may vary over time within one STFC codeword. The corresponding quantities defined in [88,90] are only suitable for block-fading channels, i.e., those with constant coefficients over time within one space time matrix codeword.

If all source symbols are equally likely, i.e. \( p_a = \frac{1}{N} \) for all \( a \), the following two lemmas apply. Lemma 1 extends Lemma 2 in [90] to complex input sequences. Lemma 2 appears in [90] and applies to both real or complex inputs.
**Lemma 1**  For uncorrelated complex input sequences, by carefully selecting terms in (7.44), one can always pair up terms in (7.39) such that their EUB contribution is written as

\[
\theta = \frac{g}{NB} \left[ Q \left( \sqrt{\Delta_1 + \Delta_2} \right) + Q \left( \sqrt{\Delta_1 - \Delta_2} \right) \right],
\]

(7.45)

where \( g \) is an integer denoting the number of such pairs.

Except the consideration of complex input sequences, the proof of Lemma 1 is similar to that of Lemma 2 in [90]. The outline of the proof of Lemma 1 is provided in Appendix D.1.

**Lemma 2**  [88] For a given \( \Delta_1 \), \( \theta \) in (7.45) is minimized if and only if \( \Delta_2 = 0 \).

For linear dispersion codes in 2-D rapid fading channels with realization \( H_U \), we have the following EUB-based optimal design criterion:

**Proposition 1**  For uncorrelated complex source input symbol sequences, consider LDC with \( T \times M \) dispersion matrices \( A_q, q = 1, ..., Q \) used for real and imaginary parts of source symbols,

\[
A_q [A_q]^H = I_T, \text{ if } T \leq M
\]

\[
[A_q]^H A_q = I_M, \text{ if } T \geq M
\]

Union bound \( P_{U|H_U} \) achieves a minimum in 2-D rapid fading channels iff the matrices satisfy

\[
\Omega_{p,q} = Tr \left( [vec(A_p)]^H [H_U]^H H_U vec(A_q) \right) = 0
\]

(7.46)

for any \( 1 \leq p \neq q \leq Q \).
Proposition 1 is equivalent to requiring $\text{vec}(A_p)$ and $\text{vec}(A_q)$ to be pairwise orthogonal for any weighting matrix $\Theta = [H_U]^H H_U$. For quasi-static channels, the above result takes the form

$$\Omega_{p,q} = \text{Tr} \left( [A_p]^H [H]^H H A_q \right) = 0, \quad (7.47)$$

which is based on real input sequences [88]. The proof of the above Lemma 2 is similar to the proof of Lemma 4 of [90] except for the strategy to deal with complex input sequences shown in Appendix D.1. A further implication of this new result is that (7.47) also ensures that union bound $P_{U|H_U}$ achieves a minimum in block fading channels.

Based on averaging the channel realizations $H_U$, we have the following suboptimal criterion for unknown channels at the transmitter.

**Theorem 5** For uncorrelated complex source input symbol sequences, consider LDC with $T \times M$ dispersion matrices and $A_q, q = 1, \ldots, Q$ corresponding to real and imaginary parts of source symbols satisfying

$$A_q [A_q]^H = I_T, \quad \text{if } T \leq M$$

$$[A_q]^H A_q = I_M, \quad \text{if } T \geq M$$

Assume that

1) the auto-correlation of 2-D channel gains dominates the cross-correlation of any two different channel gains in 2-D channels,

2) the auto-correlation of channel gains for each element in the channel matrix are the same.

The part of the union bound $P_U$ related to the auto-correlation of channel gains in the 2-D channel based on averaged channel realizations is minimized if

$$\text{Tr} \left[ \text{vec}(A_p) [\text{vec}(A_q)]^H \right] = 0 \quad (7.48)$$
for any $1 \leq p \neq q \leq Q$. 

A proof is provided in Appendix D.2.

The correlation between different subcarriers with one OFDM block can be calculated as

$$R(a) = \mathbb{E}\{H_p [H_p + a]^*\} = \sum_{l=0}^{L} \alpha_l \exp \left(j2\pi \frac{la}{N_C}\right), \text{ and } R(0) = \mathbb{E}\{H_p [H_p]^*\} = \sum_{l=0}^{L} \alpha_l,$$

where $\alpha_l$ is the variance of the $l$-th channel tap. Note that the auto-correlation of the subcarriers usually dominates the cross-correlation among different subcarriers, and that the auto-correlation of two channel gains in space-time MIMO channels usually dominates the cross-correlation of two channel gains. Otherwise, the channels would be highly correlated over space and time, and ill-suited for spatial multiplexing.

In the above conditions, Theorem 5 may be applied to code design in MIMO-OFDM systems.

Theorem 5 provides a new EUB design criterion for LDC for communications in correlated parallel channels. A class of recently proposed rectangular LDC, termed uniform LDC (U-LDC), meets this union bound criterion, which is shown in Appendix A.

Finally, we conjecture that in a block fading channel, provided that uncorrelated complex source input symbol sequences are used, the part of the union bound $P_U$ related to the auto-correlation of channel gains in the block fading channel based on averaged channel realizations is minimized if

$$Tr \left[ A_p [A_q]^H \right] = 0,$$

for any $1 \leq p \neq q \leq Q$.  

Note that union bound based analysis is most applicable to the system with maximum likelihood decoding or near optimal decoding. However, this analysis may be approximately or asymptotically applied for low complexity decoding, including used
in the later simulation performance study.

7.6 Performance

7.6.1 Simulation setup

Perfect channel knowledge (amplitude and phase) is assumed at the receiver but not at the transmitter. The number of subcarriers per OFDM block, \( N_C \), is 32. In all DLD-STFC, LD-STFC and MIMO-LDC-OFDM system simulations, all LDC codewords are encoded either using HH square code as shown in (3.10) or U-LDC described in Section 4.2.

The symbol coding rates of all systems are unity, so compared with non-LDC-coded MIMO-OFDM systems, no bandwidth is lost. The sizes of all LDC codewords in the FT-LDC stage of DLD-STFC and MIMO-LDC-OFDM are identically \( T \times N_F \), as are the sizes of LDC codewords in the ST-LDC stage of DLD-STFC, \( T \times N_T \), as are the sizes of LDC codewords in LD-STFC, \( T \times N_{LD} \), where \( N_{LD} = N_{ant}^{LD} N_T \), and \( N_{ant}^{LD} \) is the size of the subcarrier partition on each transmit antenna for an LDC codeword.

An evenly spaced LDC subcarrier mapping (ES-LDC-SM) for the FT-LDC of DLD-STFC and MIMO-LDC-OFDM, as well as LD-STFC, is used in simulations unless indicated otherwise. In ES-LDC-SM, subcarriers chosen within one LDC codeword are evenly spaced by maximum available intervals for all different LDC codewords. We note that ES-LDC-SM ensures \( W^{(m,i)} \), defined in Section 7.4, to be of full rank, to achieve maximum diversity order. For comparison purposes, another subcarrier mapping, called connected LDC subcarrier mapping (C-LDC-SM), is tested for the FT-LDC of DLD-STFC. In C-LDC-SM, subcarriers within one LDC codeword are chosen to be adjacent.
Since the aim of reaching maximal achievable diversity may require non-square FT-LDC or ST-LDC, U-LDC is utilized for DLD-STFC.

The frequency selective channel has \((L + 1)\) paths exhibiting an exponential power delay profile, and a channel order of \(L = 3\) is chosen. Data symbols use QPSK modulation in all simulations. The number of antennas are set to \(N_R = N_T\). Except for Section 7.6.6, no spatial correlation is assumed in simulations. The signal-to-noise-ratio (SNR) reported in all figures is the average symbol SNR per receive antenna.

7.6.2 Performance comparison among DLD-STFC with two different LDC subcarrier mappings and non-LDC-coded MIMO-OFDM

Figure 7.4 shows the performance comparison of Bit Error Rate (BER) vs. SNR among DLD-STFC with two different LDC subcarrier mappings, ES-LDC-SM and C-LDC-SM, and C-LDC-SM, and non-LDC-coded MIMO-OFDM for various combinations of \(T\) in two transmit and two receive \((2 \times 2)\) MIMO antennas systems.

Clearly, in frequency-selective Rayleigh fading channels, BER performance of DLD-STFC is notably better than that of non-LDC-coded MIMO-OFDM. The larger the dispersion matrices used, the greater the performance improvement, at a cost of increased decoding delay. The simulations use U-LDC based DLD-STFC. Though we do not claim that U-LDC are full diversity codes, we conjecture that U-LDC based STFC can achieve close to full diversity performance for PSK constellations. This superior performance is also due to U-LDC satisfying the EUB criterion in Section 7.5.

It is clearly observed that the performance of DLD-STFC with ES-LDC-SM is
Figure 7.4. BER Performance of MIMO-OFDM vs DLD-STFC with different sizes of dispersion matrices and two different LDC-subcarrier mappings. $L = 3$, $CCI = 1$ OFDM block, $N_T = N_R = 2$, $N_C = 32$. 
notably better than that of DLD-STFC with C-LDC-SM. Thus, LDC subcarrier mappings influence the performance of DLD-STFC.

### 7.6.3 Effect of channel dynamics in DLD-STFC

![Graph showing BER Performance of DLD-STFC (ES-LDC-SM) under different CCIs, L = 3, N_T = N_R = 2, N_C = 32, N_F = 8, T = 8.]

Figure 7.5. BER Performance of DLD-STFC (ES-LDC-SM) under different CCIs, $L = 3$, $N_T = N_R = 2$, $N_C = 32$, $N_F = 8$, $T = 8$.

Figure 7.5 depicts performance of DLD-STFC with ES-LDC-SM under various different rates of channel parameter change in a $2 \times 2$ MIMO system. Note that different CCIs roughly correspond to different degrees of temporal channel correlation over OFDM blocks. Two extreme cases were tested: when $CCI = 1$, i.e., channel correlation over time is zero, full time diversity is available in the channel. When $CCI = T$, i.e., channel correlation over time is unity, no time diversity is available in the channel. As discussed in Section 7.4, STFC diversity order is maximized only if the channel provides block-wise temporal independence.
As shown in Figure 7.5, the performance of DLD-STFC is significantly influenced by channel dynamics, i.e., time correlation. At high SNRs, the faster the channel changes, the better the performance. This indicates that DLD-STFC effectively exploits available temporal diversity across multiple OFDM blocks. In the future, testing on a more accurate model of temporal channel dynamics is needed to obtain a more accurate assessment.

### 7.6.4 Performance comparison between DLD-STFC and MIMO-LDC-OFDM

![Figure 7.6](image)

Figure 7.6. BER Performance of MIMO-LDC-OFDM(ES-LDC-SM) vs. DLD-STFC(ES-LDC-SM) with the same size of $N_F$, $L = 3$, $CCI = 1$ OFDM block, $N_T = N_R = 4$, $N_C = 32$, $N_F = 8$, $T = 8$.

Figure 7.6 compares DLD-STFC to MIMO-LDC-OFDM with same sized FT-LDC codewords in a $4 \times 4$ MIMO system. While at low SNRs, the performance
The difference between DLD-STFC and MIMO-LDC-OFDM is small. At high SNRs, DLD-STF noticeably outperforms MIMO-LDC-OFDM. The performance gain arises from the increased spatial diversity due to the ST-LDC coding stage of DLD-STFC.

### 7.6.5 Performance comparison between DLD-STFC and LD-STFC

We compare space and frequency diversity of DLD-STFC with ES-LDC-SM and LD-STFC with ES-LDC-SM in a $2 \times 2$ MIMO system, and remove the effects of time diversity in the channels through setting $CCI$ to be a multiple of $T$.

#### 7.6.5.1 Effects of size of subcarrier group of DLD-STFC and LD-STFC

![Graph](image)

Figure 7.7. BER Performance of LD-STFC(ES-LDC-SM) vs. DLD-STFC(ES-LDC-SM) with different sizes of $N_{freq}$ blocks, $L = 3$, $CCI = 32$ OFDM blocks, $N_T = N_R = 2$, $N_C = 32$, $T = 32$. 
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The coded STF block design with \( N_f = L+1 \) could achieve full frequency selective diversity, which we term a \textit{compact frequency diversity design}. We investigate whether the performance of U-LDC based DLD-STFC and LD-STFC is close to compact design through comparison under different sized \( N_{freq} \) in a \( 2 \times 2 \) MIMO system, as shown in Figure 7.7. In Figure 7.7, the performance of DLD-STFC and LD-STFC with \( N_{freq} = 4 = (L+1) \) is worse than that of DLD-STFC and LD-STFC with \( N_{freq} = 8 = 2(L+1) \) or \( N_{freq} = 16 = 4(L+1) \), which implies \( N_{freq} = 4 = (L+1) \) is not enough to efficiently exploit full frequency diversity in the channels. Further the performance of DLD-STFC and LD-STFC with \( N_{freq} = 8 = 2(L + 1) \) is quite close to that of DLD-STFC and LD-STFC with setting \( N_{freq} = 16 = 2N_T(L + 1) \), which implies \( N_{freq} = 16 = 4(L + 1) \) is a saturated or over-length. The results in Figure 7.7 imply that U-LDC based DLD-STFC and LD-STFC designs are not compact frequency diversity designs. Actually, according to our simulation experiences, no matter how the system configurations are set, for example \( L = 7 \) and \( N_T = N_R = 2 \), to achieve maximal or saturated frequency selective diversity performance, it is necessary to set \( N_{freq} \) to at least \( 2(L + 1) \).

### 7.6.5.2 Effects of STF block sizes of DLD-STFC and LD-STFC

Figure 7.8 compares DLD-STFC to LD-STFC with different sized \( N_T \times T \times N_{freq} \) STF blocks. In Figure 7.8, DLD-STFC with STF block size \( 2 \times 8 \times 8 \) has performance similar to that of LD-STFC with STF block size \( 2 \times 16 \times 8 \), while DLD-STFC with STF block size \( 2 \times 8 \times 8 \) performs better than LD-STFC with STF block size \( 2 \times 8 \times 8 \). The reason is that the diversity order of \( T \times M \) U-LDC is no larger than \( \min\{T, M\} \) for each matrix dimension. Thus LD-STFC with STF block size \( 2 \times 16 \times 8 \) has the potential to achieve the same space and frequency diversity order as LD-STFC with
Figure 7.8. BER Performance of LD-STFC(ES-LDC-SM) vs DLD-STFC(ES-LDC-SM) with different sizes of STF blocks, $L = 3$, $CCI = 16$ OFDM blocks, $N_T = N_R = 2$, $N_C = 32$. 
STF block size $2 \times 8 \times 8$.

For similar sized STF blocks, DLD-STFC utilizes smaller sized LDC codewords, thus reducing complexity.

### 7.6.6 Performance of DLD-STFC under spatial transmit channel correlation

![Figure 7.9. BER Performance of DLD-STFC(ES-LDC-SM) under spatial transmit channel correlation coefficients $\rho_t$, $L = 3$, $CCI = 1$ OFDM block, $N_T = N_R = 2$, $N_C = 32$, $N_F = 8$, $T = 8$.](image)

In previous parts of this section, we considered spatially uncorrelated channels. In multiple antenna systems, spatial correlation must be considered. In order to have spatially correlated frequency-selective channels, it is important to recognize
that in a scenario of multi-ray delays, the gains for different delays of a channel are independent of one another [21]. Thus, the dependency between different channels comes from the correlation between tap-gains corresponding to the taps with the same delay on different spatial channels. Figure 7.9 shows the performance of DLD-STFC with ES-LDC-SM under different spatial transmit channel correlation in a two transmit and two receive antenna system. In the simulations spatial correlation is assumed between transmit antennas (correlation coefficient is denoted by $\rho$) and not between receive antennas.

As observed in Figure 7.9, spatial transmit correlation indeed degrades DLD-STFC performance. When the correlation is small, e.g., $\rho_t = 0.1$, compared with the spatially uncorrelated case, the performance loss is small. At a BER of $10^{-3}$, the performance degrades only 0.2 dB. However, when the correlation is larger, e.g. $\rho_t = 0.5$ and $\rho = 0.8$ cases, compared with the spatially uncorrelated case, the performance loss is significant. At a BER of $10^{-3}$, the performance degrades by 1.3 dB and 4.0 dB, respectively. Thus spatial correlation, as expected, may notably affect diversity gain behavior of DLD-STFC when correlation is high.

### 7.7 Conclusion

High-rate (up to symbol coding rate one) linear dispersion codes significantly improve MIMO-OFDM performance in time varying frequency selective fading channels at the expense of delay. For instance, in Figure 7.4, for a $2 \times 2$ MIMO system, $N_F = 8$ and $T = 8$, DLD-STFC with an evenly spaced LDC subcarrier mapping obtains a 9.8 dB gain over non-LDC-coded MIMO-OFDM at a BER of $10^{-3}$. At high SNRs, the performance of DLD-STFC is notably better than that of MIMO-LDC-OFDM,
achieving 2.4 dB gain at a BER of $10^{-4}$ in a $4 \times 4$ MIMO system. We reiterate that, due to rate-one codes used, no bandwidth is lost! Both DLD-STFC and LD-STFC systems simultaneously exploit the diversity of space, time, and frequency available in wideband space time multicarrier communications channels. Pairwise error probability based analysis, which allows for arbitrary channel correlation among space (antennas), time (OFDM blocks) and frequency selective channel taps, provides insight into diversity properties of STF block-based STFC systems. From an error union bound analysis, more restrictive LDC code design criteria for complex source symbols are developed. Simulations show that the type of mapping used from LDC to OFDM subcarriers for both LD-STFC and DLD-STFC as well as high spatial transmit channel correlation significantly influences the diversity performance of the proposed STFC systems. In conclusion, the three-stage DLD-STFC technique has a relatively flexible performance/complexity tradeoff.
Chapter 8

Improved high-rate space-time-frequency block codes

8.1 Introduction

Space-time coding (STC) is employed to achieve space and time diversity gains in multiple transmit multiple receive antenna (MIMO) flat-fading channels [100, 101]. However, in frequency-selective channels, STC cannot explore available frequency dimension diversity in MIMO orthogonal frequency division multiplexing (OFDM) systems. Coding over space, time, and frequency, STFC, is therefore needed to exploit all available diversity across three physical dimensions.

Basically, there are two categories of coding approaches which can exploit diversity. Complex coding may be utilized to exploit diversity over physical dimensions, which we refer to as complex diversity coding (CDC). The second category includes conventional channel coding, including block-based or convolutional forward error correction (FEC).

We are interested in high-rate STFC designs. To distinguish among different existing and newly proposed STFCs discussed in this chapter, in terms of different
combinations of CDC and FEC, we may categorize high-rate STFCs into the following seven categories:

1) concatenation of inner 2-dimensional (2-D) channel codes (e.g. SF FEC or ST FEC) and outer 2-D channel codes (e.g. ST FEC or TF FEC) [52],

2) 3-D channel codes,

3) concatenation of inner channel codes and outer 2-D CDC (e.g. over SF or ST) [40],

4) concatenation of inner 2-D CDC and outer 2-D CDC [40,123] ,

5) 3-D CDC [123,130],

6) concatenation of first-inner channel codes, second-inner 2-D CDC, and outer 2-D CDC,

7) concatenation of inner channel codes and outer 3-D CDC.

Previously STFCs of Categories 1, 3, 4, and 5 have been proposed. However, there have been no proposals for STFCs of Categories 2, 6, and 7 to date. Note that STFCs of Category 6 and 7 are corresponding to STFCs of Category 4 and 5, respectively, with added channel coding. By extending the concept of linear dispersion coding (LDC) [42], high rate STFCs, known as double linear dispersion space-time-frequency-coding (DLD-STFC) are proposed in [123,124], which may be classified as Category 4.

This chapter investigates performance improvement of STFCs in Categories 4 and 6, referred to DLD-STFC based approaches. Two issues are discussed in this chapter,

1) investigating the relation of two 2-D CDC for STFC Category 4,
2) investigating STFCs of Category 6.

8.2 MIMO-OFDM system model

The MIMO-OFDM system model used is the same as that in Section 7.2.

8.3 Two stage complex diversity coding of DLD-STFC

Double linear dispersion space-time-frequency-coding (DLD-STFC) [123, 124] is a class of two-stage STFBCs across $N_T$ transmit antennas, $N_C$ subcarriers, and $T$ OFDM blocks. DLD-STFC systems are based on a layered communications structure, which is compatible to non-LDC coded MIMO-OFDM systems. An advantage of DLD-STFC is that the system may obtain 3-D diversity performance for the source data symbols that are only encoded and decoded through 2-D coding, and the complexity advantage may be significant if non-linear decoding methods, e.g. sphere decoding, are involved. Note that [130] claims to have a full diversity STF design. However, the 3-D CDC based STFC design in [130] may have high computational complexity. In this section, we try to improve diversity properties of DLD-STFC through investigating the relationship of the two stages of 2-D CDC of DLD-STFC.

We term the originally proposed DLD-STFC as DLD-STFC Type A, which firstly encodes frequency-time LDC (FT-LDC) and secondly encodes space-time LDC (ST-LDC) [123,124]. By exchanging the sequence of the two stages, we propose a modified version of DLD-STFC, termed as DLD-STFC Type B, as follows. The first CDC encoding stage is the ST-LDC, performed across space (transmit antennas) and time
OFDM blocks), enabling space and time diversity. The second CDC encoding stage is the FT-LDC, performed across frequency (subcarriers) and time (OFDM blocks), enabling frequency and time diversity. The corresponding encoding procedure for the $i$-th STF block of size $T \times N_{F(i)} \times N_T$ within one DLD-STFC Type B block is that

1) Firstly, the source data signals are encoded through per subcarrier ST-LDC. The $p$-th ST matrix codeword is of size $T \times N_T$, where $p = p_1(i), ..., p_{N_F(i)}$ are subcarrier indices.

2) Secondly, all the $m$-th space index columns of $N_{F(i)}$ ST-LDC codewords are concatenated in sequence to a vector of size $TN_{F(i)} \times 1$, which is further encoded into the $m$-th FT-LDC codeword of the $i$-th STF block. The $m$-th FT-LDC matrix codeword is of size $T \times N_{F(i)}$. After $N_T$ FT-LDC matrix codewords are created, the $i$-th STF block is created.

If all subcarriers are used for DLD-STFC and there are in total $N_M$ STF blocks within one DLD-STFC Type B block, the frequency block size relation is $\sum_{i=1}^{N_M} N_{F(i)} = N_C$. The decoding sequence of DLD-STFC Type B is in the reverse order of the encoding procedure.

Note that it is inconvenient to analyze the diversity order of DLD-STFC in general due to the two stages involved. For further analysis, we employ Tirkkonen and Hottinen’ concept of symbol-wise diversity order for 2-D codes with dimensions $X$ and $Y$, $r_{sd(XY)}$ [108,109]. We extend this concept by introducing a new term, $K$-symbol-wise diversity order for 2-D codes, $r_{d}^{(K)}$, for the case that the pair of matrix codewords contain at most $K$ symbol differences, and $r_{d}^{(K)}(X,Y) = \min \left\{ \text{rank} (\Phi_{q_1,...,q_K}), 1 \leq q_i \leq Q, \begin{array}{l} q_i \neq q_k, 1 \leq \{i,k\} \leq K \end{array} \right\}$, where $A_q, q = 1, ..., Q$ are dispersion matrices,
\( \Phi_{q_1, \ldots, q_K} = A_{q_1} (s_{q_1} - \tilde{s}_{q_1}) + \ldots + A_{q_K} (s_{q_K} - \tilde{s}_{q_K}), \) and \( \{s_{q_1}, \ldots, s_{q_K}\} \) and \( \{\tilde{s}_{q_1}, \ldots, \tilde{s}_{q_K}\} \) are a pair of different source symbol sequences with at least one symbol difference.

Note that \( r_{sd(XY)} = r_{d(XY)}^{(1)} \). Further, we introduce two new concepts of 3-D codes: per dimension diversity order and per dimension symbol-wise diversity order. Symbol-wise diversity order is a subset of full diversity order. The importance of symbol-wise diversity for 2-D codes has been explained in [108, 109], and based on similar reasoning, full symbol-wise diversity for 3-D codes is also important, especially in high SNR regions.

**Definition 3** A pair of 3-D coded blocks \( M \) and \( \tilde{M} \) in dimensions \( X, Y, \) and \( Z \) are of size \( N_X \times N_Y \times N_Z \). All possible \( M \) and \( \tilde{M} \) comprise the set \( \mathcal{M} \). Denote \( M_{(a)}^{(XZ)} \) and \( \tilde{M}_{(a)}^{(XZ)} \) as a pair of \( X-Z \) blocks corresponding to the \( a \)-th \( Y \) dimension of size \( N_X \times N_Z \) within \( M \) and \( \tilde{M} \), respectively. All possible \( M_{(a)}^{(XZ)} \) and \( \tilde{M}_{(a)}^{(XZ)} \) comprise the set \( \mathcal{M}_{(a)}^{(XZ)} \). Similarly, the sets \( \mathcal{M}_{(a)}^{(YZ)} \) and \( \mathcal{M}_{(a)}^{(XY)} \) are defined.

Denote per dimension diversity order of \( Y \) as \( r_{d(Y)} \), which is defined as

\[
\begin{align*}
\hat{r}_{d(Y)} &= \max \left\{ r_{d(XY)}, r_{d(ZY)} \right\}, \\
\text{where}
\end{align*}
\]

\[
\hat{r}_{d(XY)} = \min \left\{ \begin{array}{l}
\text{rank}(M_{(a)}^{(XY)} - \tilde{M}_{(a)}^{(XY)}), \\
a = 1, \ldots, N_Z, \\
M_{(a)}^{(XY)} \in \mathcal{M}_{(a)}^{(XY)}, \\
\tilde{M}_{(a)}^{(XY)} \in \mathcal{M}_{(a)}^{(XY)}, \\
M_{(a)}^{(XY)} \neq \tilde{M}_{(a)}^{(XY)}, \\
M_{(a)}^{(XY)} \text{ within } M \\
\tilde{M}_{(a)}^{(XY)} \text{ within } \tilde{M} \\
M \in \mathcal{M}, \tilde{M} \in \mathcal{M}, \\
M \neq \tilde{M}
\end{array} \right\}
\]

166
\( r_{d(ZY)} \) is defined similarly to \( r_{d(XY)} \)

**Definition 4** For a 3-D code, the definition of the per dimension symbol-wise diversity order of \( Y \) is the same as that of the per dimension diversity order of \( Y \) except that it is required that the pair of \( M \) and \( \tilde{M} \) is different only due to a single source symbol difference, which is denoted as \( [M \neq \tilde{M}]_{sw} \). Denote per dimension symbol-wise diversity order of \( Y \) as \( r_{sd(Y)} \), which is defined as

\[
    r_{sd(Y)} = \max \{ r_{sd(XY)}, r_{sd(ZY)} \},
\]

(8.2)

where \( r_{sd(XY)} \) and \( r_{sd(ZY)} \) are as in Definition 3, except that \( [M \neq \tilde{M}]_{sw} \) instead of \( [M \neq \tilde{M}] \).

The above two concepts quantify the fact that in the case of \( N_X < N_Y \leq N_Z \), the dimension \( Y \) may reach full per dimension (symbol-wise) diversity order \( N_Y \) in the \( Y\)-\( Z \) plane, although \( Y \) cannot reach full per dimension (symbol-wise) diversity order in the \( X\)-\( Y \) plane.

**Definition 5** A 3-D code is called full symbol-wise diversity code if the per dimension symbol-wise diversity orders of \( X, Y, \) and \( Z \) satisfy

\[
    r_{sd(X)} = N_X,
\]

\[
    r_{sd(Y)} = N_Y,
\]

and

\[
    r_{sd(Z)} = N_Z.
\]

Note that a full symbol-wise diversity code is achievable only if at least the two largest of \( N_X, N_Y, \) and \( N_Z \) are equal.
We can show that a properly designed DLD-STFC may achieve full symbol-wise diversity. Let the time dimension be of size $T$, and space and frequency dimensions be of size either $N_X$ and $N_Y$, respectively, or, $N_Y$ and $N_X$, respectively. Without loss of generality, say that dimension $X$ is of size $N_X$, and dimension $Y$ is of size $N_Y$. One STF block of size $N_X \times N_Y \times T$ is constructed through a double linear dispersion (DLD) encoding procedure such that the first LDC encoding stage constructs LDCs of size $T \times N_X$ in the $X$-time planes, and the second LDC encoding stage constructs LDCs of size $T \times N_Y$ in the $Y$-time planes.

**Proposition 2** Assume that a DLD procedure is with the above notations. Assume that the second LDC encoding stage produces information lossless or rate-one code-words. Assume that all-zero data source elements are allowed for DLD encoding.

1) In the case of $N_X < N_Y = T$, if each of the two stage LDC encoding procedure enables full diversity in their 2-dimensions, the per dimension diversity orders of $Y$ and time dimensions satisfy

$$r_{d(\text{Time})} = r_{d(Y)} = T = N_Y.$$

2) Assume that the following conditions are satisfied:

a. Each block of $Q$ source data symbols are encoded into each first stage LDC codeword. The first stage LDC encoding procedure enables full symbol-wise diversity in its 2-dimensions, and the second stage LDC encoding procedure enables full $K$-symbol-wise diversity in its 2-dimensions, where $K$ is the maximum number of non-zero symbols of all the $n_X$-th time dimensions after the first stage LDC encoding procedure, where $n_X = 1, ..., N_X$. 
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b. All the encoding matrices of the second stage LDCs are the same. Denote the dispersion matrices of the second stage LDC as $A_q^{(2)}$, where $q = 1, \ldots, N_Y T$.

Denote

$$J_{(a,b)} = \left[ A_{(a-1)T+1}^{(2)} : , b \right], \ldots, \left[ A_{aT}^{(2)} : , b \right],$$

(8.3)

where $a = 1, \ldots, N_Y$ and $b = 1, \ldots, N_Y$. Square matrix $J_{(a,b)}$ is full rank, i.e. invertible, for any $a = 1, \ldots, N_Y$ and $b = 1, \ldots, N_Y$.

In the cases of both $N_X < N_Y = T$ and $N_X = T > N_Y$, the STF block, constructed using DLD procedure, achieves full symbol-wise diversity order.

The proof of Proposition 2 is provided in Appendix E. We remark that

1) Proposition 2 provides a sufficient condition for full symbol-wise diversity. We call the condition (b) the DLD cooperation criterion (DLDCC). When failing to meeting DLDCC, full symbol-wise diversity cannot be guaranteed. Due to the support of DLDCC, the complex diversity coding design in the second LDC stage is more restrictive than that in the first LDC stage. Note that in [123,124], we have not considered DLDCC as a design criterion,

2) According to Proposition 2, the sequence of ST-LDC and FT-LDC stages can be inter-changed. Properly designed, both DLD-STFC Type A and DLD-STFC Type B are able to achieve full symbol-wise diversity.

8.4 Complex diversity coding based STFC with FEC

The fundamental differences between complex diversity coding (CDC) and FEC is that
1) CDC improves performance through obtaining better effective communication channels for source data signals while channel codes improve performance through correcting errors;

2) CDC operates in the continuous-valued domain, while FEC operates in the discrete-valued domain;

We claim that that CDC and FEC are not mutually exclusive techniques. On the contrary, FEC may cooperate with complex diversity coding to achieve better performance. The practical issue is the amount of gain that can be obtained by combining CDC based STFC and FEC. Recalling our STFC classification, DLD-STFC type A (which satisfies DLDCC) with FEC belongs to Category 6.

![Figure 8.1. FEC mapping to DLD-STFC blocks](image)

Due to the multidimensional structure, there are many possible mappings from FEC to STFC, which might influence system performance. For low latency, Reed Solomon (RS) codes are chosen FEC. The reasons to consider RS codes are listed as
follows.

1) Certainly, other FEC, such as turbo codes, also may be applied. The usage of RS codes is a proof of concept.

2) RS codes are block codes with strong burst error correction ability. If the RS symbols are distributed over different CDC codewords, the burst error correction ability may be efficiently used, since the burst errors may take place within one CDC codeword.

3) RS codes are block based and CDC are also block based, thus the mapping from RS codes to CDCs are convenient.

4) Block codes usually have lower latency than convolutional codes.

In the next section, \( RS(a, b, c) \) denotes RS codes with \( a \) coded RS symbols, \( b \) information RS symbols, and \( c \) bits per symbol. As shown in Figure 8.1, we propose to map one \( RS(a, b, c) \) codeword to \( N_K \) DLD-STFC blocks, and \( N_a \) RS symbols are mapped into each of \( N_G \) FT-LDC codewords within each DLD-STFC block, where \( a = N_a N_G N_K \). In the case of \( N_K > 1 \), we call the method inter-CDC-STFC FEC, while in the case of \( N_K = 1 \), we call the method intra-CDC-STFC FEC. Performance comparison of the combination of DLD-STFC with FEC will be given in Section 8.5.2.

## 8.5 Performance

Perfect channel knowledge (amplitude and phase) is assumed at the receiver but not at the transmitter. The symbol coding rates of all systems are unity. The sizes of all LDC codewords in the ST-LDC and FT-LDC stage of DLD-STFC are \( T \times N_T \) and
$T \times N_F$, respectively. An evenly spaced LDC subcarrier mapping for the FT-LDC of DLD-STFC is used in simulations.

The frequency selective channel has $(L+1)$ paths exhibiting an exponential power delay profile, and a channel order of $L = 3$ is chosen. Data symbols use QPSK modulation in all simulations. Denote the transmit spatial correlation coefficient for $2 \times 2$ MIMO systems by $\rho_t$. The signal-to-noise-ratio (SNR) reported in all figures is the average symbol SNR per receive antenna.

8.5.1 Satisfaction of DLDCC influences the performance of DLD-STFC Type A and Type B

In the previous design of DLD-STFC Type A, FT-LDC and ST-LDC chose HH square code as shown in (3.10) and uniform linear dispersion codes, respectively, as dispersion matrices, both of which support full symbol-wise diversity in 2-dimensions. Note that original U-LDC design in Section 4.2 does not support DLDCC, while the square design Eq. (31) of [42] supports DLDCC. Thus the previous design [123,124] of DLD-STFC Type A does not satisfy DLDCC, and thus does not support full symbol-wise diversity in 3-dimensions. However, our recent results show that by changing index of dispersion matrices such that the sequence of the dispersion matrices $\{A_1, ..., A_Q\}$ is modified as $\{A_{\sigma(1)}, ..., A_{\sigma(Q)}\}$, where $\sigma$ is a special permutation operation, a modified U-LDC is able to support DLDCC, thus DLD-STFC Type A based on the modified U-LDC may achieve full symbol-wise diversity in 3-dimensions. Note that the only situation which the code design should consider is the case of $T > M$. Note that if $T > M$, U-LDC in Section 4.2 is defined as

$$A_q = B_q = A_{M(k-1)+l} = \frac{1}{\sqrt{M}} \Pi^{k-1} \Gamma D^{l-1},$$
where $k = 1, \ldots, T$ and $l = 1, \ldots, M$. If $T > M$, the modified U-LDC, which supports DLDCC, is with dispersion matrices as follows,

$$A_q = B_q = A_{T(l-1)+k} = \frac{1}{\sqrt{M}} \Pi^{k-1} \Gamma^{l-1}, \quad (8.4)$$

where $k = 1, \ldots, T$ and $l = 1, \ldots, M$.

We conjecture that the modified DLD-STFC Type A may achieve full $K$-symbol-wise diversity in 3-dimensions for some $K > 1$, and the performance is close to full diversity performance in 3-dimensions.

![Figure 8.2. BER Performance of DLD-STFC are influenced by the satisfaction of DLDCC, transmit space correlation coefficients ($\rho_t = 0.0$), channel order 3, $CCI = 1$ OFDM block, $N_T = 2, N_R = 2, N_C = 32, N_F = 8, T = 8$](image)

Figure 8.2 shows that the performance comparison of Bit Error Rate (BER) vs.
SNR between DLD-STFC Type A and DLD-STFC Type B with and without satisfaction of DLDCC. It is clear that both DLD-STFC Type A and Type B with satisfaction of DLDCC notably outperform both DLD-STFC Type A and Type B without satisfaction of DLDCC. Note that the sensitivity to DLDCC of DLD-STFC Type A is more than that of DLD-STFC Type B, which might be due to the fact that the size of frequency dimension of the codes is larger than that of space dimension of the codes. The performance of DLD-STFC Type A with satisfaction of DLDCC is quite close to that of DLD-STFC Type A with satisfaction of DLDCC. Thus DLD-STFC Type A can achieve similar high diversity performance to DLD-STFC Type B. In the rest of this section, DLD-STFC Type A with satisfaction of DLDCC is chosen.

8.5.2 Performance comparison of RS codes based STFCs

We would like to compare the performance of Category 2 and 3. We compare five $RS(8, 6, 4)$ codes based STFCs:

(1): the combination of DLD-STFC with RS codes with parameters $N_a = 2$, $N_G = 4$, and $N_K = 1$;

(2): the combination of DLD-STFC with RS codes with $N_a = 1$, $N_G = 2$, and $N_K = 4$;

(3): the combination of DLD-STFC with RS codes with $N_a = 1$, $N_G = 1$, and $N_K = 8$;

(4): the combination of linear constellation precoding (LCP) [72, 126] based space-frequency codes with RS codes over $T = 8$ OFDM blocks (Category 2);

(5): using single RS codes across space-time-frequency (Category 3).
Figure 8.3. BER Performance of FEC based STFCs under transmit correlation $\rho_t = 0$, channel order 3, CCI = 1 OFDM block, $N_C = 16$, $N_T = 2$, $N_R = 2$, FEC used is $RS(8,6,4)$
Figure 8.4. BER Performance of FEC based STFCs under transmit correlation $\rho_t = 0.3$, channel order 3, $CCI = 1$ OFDM block, $N_C = 16$, $N_T = 2$, $N_R = 2$, FEC used is $RS(8, 6, 4)$
Figures 8.3 and 8.4 show the performance comparison of FEC based STFCs. Note that LCP used in STFC (4) supports maximal diversity gain and coding gains in supported dimensions. It can be observed that using the same FEC, STFCs (1), (2), and (3) significantly outperform STFCs (4) and (5) under transmit spatial correlation $\rho_t = 0$ and $\rho_t = 0.3$, respectively. Thus, STFCs of Category 6 may be the best choices in terms of BER performance. Note that the performance advantage of STFCs (1), (2), and (3) over STFCs (4) and (5) appears more significant with an increase of transmit spatial correlation. According to Figures 8.3 and 8.4, different mappings from FEC to STFC may lead to different BER performance of FEC based DLD-STFCs. Using the same block based FEC, it seems that the larger the number of STFCs that one RS codeword is across, the better the system performance of the STFCs of Category 6, and inter-CDC-STFC FEC systems outperform intra-CDC-STFC FEC ones.

8.6 Conclusion

This chapter introduces two concepts of diversity order for 3-dimensions, per dimension diversity order and per dimension symbol-wise diversity order. These diversity concepts are used to analyze the relation of two stages of complex diversity coding of DLD-STFC. This chapter shows that the two stages of DLD-STFC can be exchanged, and provides a sufficient condition to realize 3-dimensional diversity order for DLD-STFC. This results in notable performance improvement over the originally proposed DLD-STFC codes as shown in simulation results. This chapter also investigates the impact of FEC on performance of DLD-STFC, and shows that the mappings from FEC to DLD-STFC need to be properly designed. Finally, this chapter shows that
STFC based on the combination of DLD-STFC and FEC may significantly outperform STFC based on the combination of LCP SFC and FEC. As in Figure 8.4, at moderate transmit correlation of $\rho_t = 0.3$, DLD-STFC Type A (meeting DLDCC) with FEC outperforms STFC using the combination of LCP and FEC by 2.8dB at the BER of $10^{-3}$. 
Chapter 9

Coordinate interleaving for space-time linear dispersion

9.1 Introduction

In Chapter 2 and other previous chapters, there are extensive discussions on block-based space time code designs. A problem in most existing design criteria of block-based space-time codes, including LDC (which allow different dispersion matrices for real and image parts of coordinates), is that they do not efficiently exploit additional diversity potential in the real and image parts of coordinates of source data constellation symbols. A technique to utilize the diversity potential of real and image parts of coordinates is called coordinate interleaving or component interleaving (CI), which was first proposed for single transmission stream system [8, 54, 55]. Recently, CI has been applied to multiple antennas systems [58, 59, 62]. Kim and Kaveh have combined CI-OSTBC and constellation rotation [62]. Khan, Rajan, and Lee used CI concepts to design coordinate space-time orthogonal block codes [58, 59]. However, current existing approaches to using CI in block-based space-time codes are low-rate designs using orthogonal space-time block codes or their variation [58, 59, 62].
This chapter proposes coordinate-interleaving as a general principle for high-rate block-based space-time code design, i.e., space-time coordinate interleaving linear dispersion codes (ST-CILDC). This chapter determines the upper bound diversity order, statistical diversity order and average diversity order of ST-CILDC. ST-CILDC maintains the same diversity order as conventional ST-LDC. However, ST-CILDC may show either almost doubled average diversity order or extra coding advantage over conventional ST-LDC in time varying channels. Compared with conventional ST-LDC, ST-CILDC maintains the diversity performance in quasi-static block fading channels, and notably improves the diversity performance in rapid fading channels.

The chapter is organized as follows. In Section 9.2, the channel model and newly proposed space-time inter-LDC coordinate interleaving strategy are presented. Diversity aspects are analyzed in Section 9.3. Performance analysis is discussed in Section 9.4.

9.2 Proposed systems

9.2.1 MIMO system model for LDC in time varying channels

In frequency-flat, time non-selective Rayleigh fading channels whose coefficients may vary per channel symbol time slot or channel use, a multi-antenna communication system is assumed with $N_T$ transmit and $N_R$ receive antennas. Assume that an uncorrelated data sequence has been modulated using complex-valued source data symbols chosen from an arbitrary, e.g. $D$-PSK or $D$-QAM, constellation. Each LDC codeword of size $T \times N_T$ is transmitted during every $T$ time channel uses from $N_T$ transmit antennas.
9.2.1.1 Component matrices in system equations

We now introduce several component matrices during the $k$-th space-time LDC codeword transmission.

The received signal vector $\mathbf{x}^{(k)}_{LDC} = \left[ \mathbf{x}^{(k,1)}_{LDC} \right]^T, \ldots, \left[ \mathbf{x}^{(k,T)}_{LDC} \right]^T$, where $\mathbf{x}^{(k,t)}_{LDC} \in C^{N_R \times 1}, t = 1, \ldots, T$ is the received vector corresponding to the $t$-th row of the $k$-th LDC codeword, $\mathbf{S}^{(k)}_{LDC}$.

The system channel matrix is

$$
\mathbf{H}^{(k)}_{LDC} = \begin{bmatrix}
\mathbf{H}^{(k,1)}_{LDC} & \cdots & \mathbf{0} \\
\vdots & \ddots & \vdots \\
\mathbf{0} & \cdots & \mathbf{H}^{(k,T)}_{LDC}
\end{bmatrix}
$$

where $\mathbf{H}^{(k,t)}_{LDC} \in C^{N_R \times N_T}, t = 1, \ldots, T$ with entries $\left[ \mathbf{H}^{(k,t)}_{LDC} \right]_{n,m} = h^{(k,t)}_{n,m}, m = 1, \ldots, N_T, n = 1, \ldots, N_R$, is a complex Gaussian MIMO channel matrix with zero-mean, unit variance entries corresponding to the $t$-th row of the $k$-th LDC codeword, $\mathbf{S}^{(k)}_{LDC}$, and $\mathbf{0}$ denotes a zero matrix of size $N_R \times N_T$.

The complex Gaussian noise vector is $\mathbf{v}^{(k)}_{LDC} = \left[ \mathbf{v}^{(k,1)}_{LDC} \right]^T, \ldots, \left[ \mathbf{v}^{(k,T)}_{LDC} \right]^T$, where $\mathbf{v}^{(k,t)}_{LDC} \in C^{N_R \times 1}, t = 1, \ldots, T$ is a complex Gaussian noise vector with zero mean, unit variance entries corresponding to the $t$-th row of the $k$-th LDC codeword, $\mathbf{S}^{(k)}_{LDC}$.

The LDC encoded complex symbol vector $\mathbf{s}^{(k)}_{LDC}$ corresponds to the $k$-th LDC codeword, $\mathbf{S}^{(k)}_{LDC}$, where

$$
\mathbf{s}^{(k)}_{LDC} = \text{vec}(\mathbf{S}^{(k)}_{LDC}^T).
$$

(9.1)
9.2.1.2 System model equation

The general system equation for the transmission of the $k$-th LDC matrix codeword is expressed as

\[ x_{LDC}^{(k)} = \sqrt{\frac{\rho}{N_T}} H_{LDC}^{(k)} s_{LDC}^{(k)} + v_{LDC}^{(k)} \] (9.2)

where $\rho$ is the signal-to-noise ratio (SNR) at each receive antenna, and independent of $N_T$.

9.2.2 Procedure of space-time inter-LDC coordinate interleaving

We propose a new space-time LDC encoding procedure using inter-LDC CI (ILDC-CI), called space-time coordinate interleaving linear dispersion codes (ST-CILDC) as follows: Consider a pair of source data symbol vectors $s^{(1)} = \begin{bmatrix} s_{(1)1}, \ldots, s_{(1)Q} \end{bmatrix}^T$ and $s^{(2)} = \begin{bmatrix} s_{(2)1}, \ldots, s_{(2)Q} \end{bmatrix}^T$ with the same number, $Q$ of source data symbol symbols, where $s_q^{(i)} = \text{Re} \left( s_q^{(i)} \right) + j \text{Im} \left( s_q^{(i)} \right)$, $i = 1, 2$, and $q = 1, \ldots, Q$. The transmitter first coordinate-interleaves $s^{(1)}$ and $s^{(2)}$ into $s^{CI(1)} = \begin{bmatrix} s_{1}^{CI(1)}, \ldots, s_{Q}^{CI(1)} \end{bmatrix}^T$ and $s^{CI(2)} = \begin{bmatrix} s_{1}^{CI(2)}, \ldots, s_{Q}^{CI(2)} \end{bmatrix}^T$, where

\[ s_q^{CI(1)} = \text{Re} \left( s_q^{(1)} \right) + j \text{Im} \left( s_q^{(2)} \right) \] (9.3)

and

\[ s_q^{CI(2)} = \text{Re} \left( s_q^{(2)} \right) + j \text{Im} \left( s_q^{(1)} \right) . \] (9.4)

Then, using (3.22) or (3.23), $s^{CI(1)}$ and $s^{CI(2)}$ are encoded into two LDC codewords of size $T \times N_T$, $S_{LDC}^{CI(1)}$ and $S_{LDC}^{CI(2)}$, respectively. Then the transmitter successively sends $S_{LDC}^{CI(1)}$ and $S_{LDC}^{CI(2)}$ during two interleaved periods such that channels are less correlated.

We remark that
1) using different permutations, other methods of space-time inter-LDC CI than (9.3) and (9.4) are also possible;

2) The LDC encoding matrices for $S_{LDC}^{CI(1)}$ and $S_{LDC}^{CI(2)}$ may not necessarily be the same.

### 9.2.3 ST-CILDC system structure

![Figure 9.1. Space-time inter-LDC coordinate interleaving system structure](image)

The proposed ST-CILDC system structure is shown in Figure 9.1. The system structure basically consists of three layers: (1) mapping from data bits to constellation points, (2) inter-LDC coordinate interleaving, and (3) LDC coding. Using the
proposed layered structure, the only additional complexity compared with a conve-
tional ST-LDC system is the coordinate interleaving operation. Thus, the ST-CILDC
system is computationally efficient. The motivation of ST-CILDC is to render the
fading more independent of each coordinate of the source data signals. Note that
due to the superposition effects of signals from multiple transmit antennas at the
space-time MIMO receivers, existing ST-LDC designs cannot guarantee fading in-
dependency of each coordinate of the source data signals. Compared with ST-LDC
systems, the result of using ST-CILDC is to introduce coordinate fading diversity at
the cost of more decoding delay using a pair of LDC codewords of the same size.

9.3 Diversity analysis

Su and Liu [100] recently analyzed the diversity of space-time modulation over time-
correlated Rayleigh fading channels. A modified strategy can be used to investigate
the diversity of the proposed ST-CILDC system.

Consider a ST-CILDC block which consists of two ST-LDC codewords of size
\( T \times N_T, S_{LDC}^{CI(1)} \) and \( S_{LDC}^{CI(2)} \).

The communication model for ST-CILDC can be rewritten in block form

\[
Y = \sqrt{\frac{\rho}{N_T}} MH + W. \tag{9.5}
\]

where

1) the noise vector is \( W \),

2) the received signal vector \( Y = \left[ (Y^{(1)})^T, (Y^{(2)})^T \right]^T \), where \( Y^{(k)} = \left[ Y_1^{(k)}, ..., Y_{N_R}^{(k)} \right]^T \),

\[
Y_n^{(k)} = \left[ \begin{array}{c}
X_{LDC}^{(k,1)}_{n,1}, ..., X_{LDC}^{(k,T)}_{n,1}
\end{array} \right]^T, \quad k = 1, 2 \text{ and } n = 1, ..., N_R.
\]
3) \( \mathbf{M} \) is the channel symbol matrix corresponding to the block \( \mathbf{C} \), \( \mathbf{M} = \text{diag} \left( \mathbf{M}^{(1)}, \mathbf{M}^{(2)} \right) \), where \( \mathbf{M}^{(1)} \) and \( \mathbf{M}^{(2)} \) are the matrices corresponding to the LDC codewords, \( \mathbf{S}^{CI(1)}_{LDC} \) and \( \mathbf{S}^{CI(2)}_{LDC} \), respectively, \( \mathbf{M}^{(k)} = \mathbf{I}_{N_R} \otimes \text{diag} \left( \mathbf{M}^{(k)}_1, ..., \mathbf{M}^{(k)}_{N_T} \right) \), \( \mathbf{M}^{(k)}_m = \text{diag} \left( [\mathbf{S}^{CI(k)}_{LDC}]_{1,m}, ..., [\mathbf{S}^{CI(k)}_{LDC}]_{T,m} \right) \), \( k = 1, 2 \), and \( m = 1, ..., N_T \).

4) the channel vector \( \mathbf{H} = \left[ [\mathbf{H}^{(1)}]^T, [\mathbf{H}^{(2)}]^T \right]^T \), where

\[
\mathbf{H}^{(k)} = \left[ h_{(k)1,1}^T, ..., h_{(k)1,N_T}^T, ..., h_{(k)N_R,1}^T, ..., h_{(k)N_R,N_T}^T \right]^T
\]

and \( h_{(k)n,m} = \left[ h_{(k,1)}^{(k,1)}, ..., h_{(k,T)}^{(k,1)} \right]^T \).

Consider the directional pair of matrices \( \mathbf{M} \) and \( \mathbf{\tilde{M}} \) corresponding to two different ST-LDC blocks \( \mathbf{C} \) and \( \mathbf{\tilde{C}} \). Assume that all possible \( \mathbf{M} \) and \( \mathbf{\tilde{M}} \) are contained in a set \( \mathcal{M} \). The upper bound pairwise error probability [96] is

\[
\Pr \left( \mathbf{M} \rightarrow \mathbf{\tilde{M}} \mid \rho \right) \leq \left( \frac{2^r - 1}{rN_T} \right) \left( \prod_{a=1}^{r} \gamma_a \right)^{-1} \left( \frac{\rho}{N_T} \right)^{-r} \tag{9.6}
\]

where \( r \) is the rank of

\[
\mathbf{\Lambda} = \left( \mathbf{M} - \mathbf{\tilde{M}} \right) \mathbf{R}_H \left( \mathbf{M} - \mathbf{\tilde{M}} \right)^H
\tag{9.7}
\]

and \( \mathbf{R}_H = \mathbb{E} \left\{ \mathbf{H} [\mathbf{H}]^H \right\} \) is the correlation matrix of vector \( \mathbf{H} \), \( \mathbf{R}_H \) is of size \( 2N_TN_RT \times 2N_TN_RT \), \( \gamma_a, a = 1, ..., r \) are the non-zero eigenvalues of \( \mathbf{\Lambda} \).

Then the corresponding rank and product criteria are

1) Rank criterion: The minimum rank of \( \mathbf{\Lambda} \) over all directional pairs of different matrices \( \mathbf{M} \) and \( \mathbf{\tilde{M}} \), i.e., the diversity order, should be as large as possible.

2) Product criterion: the minimum value of the product \( \prod_{a=1}^{r} \gamma_a \) over all directional pairs of different \( \mathbf{M} \) and \( \mathbf{\tilde{M}} \) should be maximized.
Using commonly accepted definition [100], the diversity order of the ST-CILDC, $r_d$, is mathematically written as

$$r_d = \min \left\{ \text{rank} (\Lambda), \mathbf{M} \in \mathcal{M}, \tilde{\mathbf{M}} \in \mathcal{M}, \mathbf{M} \neq \tilde{\mathbf{M}} \right\}. \quad (9.8)$$

To maximize the rank of $\Lambda$, we need to maximize the ranks of both $R_H$ and $(\mathbf{M} - \tilde{\mathbf{M}})$. Denote

$$\Omega^{(k)} = \mathbf{M}^{(k)} - \tilde{\mathbf{M}}^{(k)},$$

where $k = 1, 2$.

By the definition of $\mathbf{M}$ and $\tilde{\mathbf{M}}$,

$$\text{rank} \left( \mathbf{M} - \tilde{\mathbf{M}} \right) = \text{rank} (\Omega^{(1)}) + \text{rank} (\Omega^{(2)}). \quad (9.9)$$

Since $\Omega^{(k)}, k = 1, 2$ are of size $N_R T \times N_T N_R T$, we have

$$\text{rank} \left( \mathbf{M}^{(k)} - \tilde{\mathbf{M}}^{(k)} \right) \leq N_R T. \quad (9.10)$$

From (9.7), (9.9), and (9.10), we have

$$r = \text{rank} (\Lambda) \leq \min \left\{ 2N_R T, \text{rank} (R_H) \right\}. \quad (9.11)$$

Assume that all the possible $\mathbf{M}^{(k)}$ and $\tilde{\mathbf{M}}^{(k)}$ are contained in a set $\mathcal{M}^{(k)}$, i.e.,

$$\left\{ \mathbf{M}^{(k)}, \tilde{\mathbf{M}}^{(k)} \right\} \in \mathcal{M}^{(k)}, \text{ where } k = 1, 2.$$

When $\mathbf{M} \neq \tilde{\mathbf{M}}$, there are three distinct categories of situations,

1) $\mathbf{M}^{(1)} \neq \tilde{\mathbf{M}}^{(1)}$ and $\mathbf{M}^{(2)} = \tilde{\mathbf{M}}^{(2)},$

2) $\mathbf{M}^{(1)} = \tilde{\mathbf{M}}^{(1)}$ and $\mathbf{M}^{(2)} \neq \tilde{\mathbf{M}}^{(2)},$

3) $\mathbf{M}^{(1)} \neq \tilde{\mathbf{M}}^{(1)}$ and $\mathbf{M}^{(2)} \neq \tilde{\mathbf{M}}^{(2)}.$
For convenience of the rest of the discussion, denote the situations (1), (2) and (3) as sets \( \Upsilon^{(1)} \), \( \Upsilon^{(2)} \) and \( \Upsilon^{(3)} \), respectively.

Then, we have

\[
 r_d = \min \left\{ \right. 
\begin{array}{c}
\text{rank} (\Psi_1), \text{rank} (\Psi_2), \text{rank} (\Psi_3), \\
\text{where } \Omega^{(1)} \neq 0, \Omega^{(2)} \neq 0, \\
\{ M^{(1)}, \widetilde{M}^{(1)} \} \in \mathcal{M}^{(1)}, \{ M^{(2)}, \widetilde{M}^{(2)} \} \in \mathcal{M}^{(2)}
\end{array}
\right\}, \quad (9.12)
\]

where

\[
\Psi_1 = \begin{bmatrix}
\Omega^{(1)} & Z \\
Z & Z
\end{bmatrix}
R_H \begin{bmatrix}
\Omega^{(1)} & Z \\
Z & Z
\end{bmatrix}^H,
\]

\[
\Psi_2 = \begin{bmatrix}
Z & Z \\
Z & \Omega^{(2)}
\end{bmatrix}
R_H \begin{bmatrix}
Z & Z \\
Z & \Omega^{(2)}
\end{bmatrix}^H,
\]

\[
\Psi_3 = \begin{bmatrix}
\Omega^{(1)} & Z \\
Z & \Omega^{(2)}
\end{bmatrix}
R_H \begin{bmatrix}
\Omega^{(1)} & Z \\
Z & \Omega^{(2)}
\end{bmatrix}^H,
\]

and \( Z = 0_{N_R T \times N_T N_R T} \).

It is clear that \( \text{rank} (\Psi_1) \leq N_R T \), \( \text{rank} (\Psi_2) \leq N_R T \), and \( \text{rank} (\Psi_3) \leq 2N_R T \). Hence, we have

\[
r_d \leq N_R T. \quad (9.13)
\]

Thus ST-CILDC does not further increase the diversity order over ST-LDC in terms of the conventional definition (9.12). From the above analysis, it is clear that there are situations where coordinate-interleaving may not double the diversity order of OSTBC with constellation rotation. This does not seem to be noted in [62]. However, in partial agreement with [62], ST-CILDC does increase \( r \) for the situation (3), which may significantly impact system performance. It is necessary to introduce a new concept to quantify this effect:
Definition 6 The statistical diversity order, $r_{std}$, is the rank of $\Lambda$ achieved with probability $\alpha$, i.e.,

$$\Pr \left\{ \text{rank}(\Lambda) \geq r_{std}, \quad \begin{array}{c} \{M \neq \tilde{M}, \\
\{M, \tilde{M}\} \in \mathcal{M}, \end{array} \right\} = \alpha. \quad (9.14)$$

The above definition may better quantify diversity properties of systems with low diversity order but with high statistical diversity order with high probability.

The diversity order and statistical diversity order of ST-CILDC are quantified as follows.

Theorem 6 Suppose that a ST-CILDC is constructed through coordinate interleaving across a pair of component LDC codewords. Both component LDC encoders are able to generate different codewords for different input sequences. The diversity orders of the component LDCs are $r_{d}^{(1)}$ and $r_{d}^{(2)}$, respectively. Suppose that $R_H$ is of full rank. Also assume that the codebook sizes (the total number of different codewords) of the two component LDCs are of the same value, $N_a$.

1) The diversity order of this ST-CILDC, $r_d$, is $\min \left\{ r_{d}^{(1)}, r_{d}^{(2)} \right\}$.

2) Assuming that all directional pairs $M$ and $\tilde{M}$ are equally probable, the statistical diversity order of this ST-CILDC, $r_{std}$, is $r_{d}^{(1)} + r_{d}^{(2)}$ with probability

$$\alpha = \frac{\binom{N_a}{2} \binom{N_a}{2} + N_a \binom{N_a}{2}}{\binom{N_a}{2} \binom{N_a}{2} + N_a \binom{N_a}{2}}. \quad (9.15)$$

The proof of Theorem 6 is provided in Appendix F.1.
A problem of the above analysis is that it is purely based on pairwise error probability, while system performance is normally expressed in terms of average error probability (AEP). We thus introduce a diversity concept based on AEP.

**Definition 7** Denote AEP of a communications system with the codeword block set \( \{ M \} \) at average receive SNR \( \rho \) as \( \text{AEP}\{M, \rho\} \). The AEP may be expressed with respect to different units, e.g., bit, symbol, or block (or frame). Assume that \( \text{AEP}\{M, \rho\} \) is differentiable at \( \rho \).

Denote

\[
f(\rho) = \log_{10} (\text{AEP}\{M, \rho\})
\]

and

\[
g(\rho) = \log_{10} \rho.
\]

The average diversity order, \( r_{ad} \), at the average SNR of each receive antenna, \( \rho \), is defined as the differential

\[
r_{ad} = -\frac{\partial f(\rho)}{\partial g(\rho)}. \tag{9.16}
\]

Note that

1) unlike conventional definition of diversity order, which is obtained as SNR goes to infinity, the average diversity order, \( r_{ad} \), is a function of the finite average signal-to-noise ratio (SNR). Average diversity order enables diversity analysis at lower SNRs.

2) the average diversity order \( r_{ad} \), which is defined using AEP, represents the slope of error probability versus SNR on a logarithm - logarithm scale and is related to actual error performance.
In general, AEP cannot be easily computed. Thus we instead propose an analysis of the diversity performance of CI-STLDC based on the error union bound (EUB), an upper bound on the average error probability. The EUB is in fact an average of the pairwise error probabilities between all directional pairs of codewords introduced earlier. The EUB at average signal-to-noise ratio (SNR) of each receive antenna, $\rho$, is expressed

1) for bit errors as

$$\Pr_{U^{(\text{bit})}} \{ M | \rho \} = \frac{1}{N_M^{(\text{bit})}} \sum_{a=1}^{N_B} \phi_{\text{bit}}(M(a), M(b)) \Pr \{ M(a) \} \sum_{b \neq a}^{N_B} \Pr \{ M(a) \rightarrow M(b) | \rho \}, \quad (9.17)$$

2) for symbol errors as

$$\Pr_{U^{(\text{sym})}} \{ M | \rho \} = \frac{1}{N_M^{(\text{sym})}} \sum_{a=1}^{N_B} \phi_{\text{sym}}(M(a), M(b)) \Pr \{ M(a) \} \sum_{b \neq a}^{N_B} \Pr \{ M(a) \rightarrow M(b) | \rho \}, \quad (9.18)$$

3) for block (or frame) errors as

$$\Pr_{U^{(\text{blk})}} \{ M | \rho \} = \sum_{a=1}^{N_B} \Pr \{ M(a) \} \sum_{b \neq a}^{N_B} \Pr \{ M(a) \rightarrow M(b) | \rho \}, \quad (9.19)$$

where $\Pr \{ M(a) \}$ is the a priori probability that codeword $M(a)$ was transmitted, $\Pr \{ M(a) \rightarrow M(b) | \rho \}$ is the probability that receiver decides $M(b)$ when $M(a)$ is actually transmitted at average signal-to-noise ratio (SNR) per receive antenna, $\rho$, $\phi_{\text{bit}}(M(a), M(b))$ and $\phi_{\text{sym}}(M(a), M(b))$ are the number of bit and symbol errors, respectively, occurring when $M(a)$ is transmitted and $M(b)$ is chosen by the decoder, $N_M^{(\text{bit})}$ is the total number of bits per $M$ block, $N_M^{(\text{sym})}$ is the total number of symbols per $M$ block, and $N_B$ is the code book size.
Note that we may analyze the logarithm domain slope of EUB polynomials in order to analyze of average diversity order. As an important basis of analysis, we introduce the following Theorem.

**Theorem 7** Assume that

1) \( p_i(x) \), where \( i = 1, ..., L \) and \( L \geq 2 \), represent \( L \) differentiable positive real functions with single positive real variable \( x > 1 \),

2) \( \frac{\partial p_i(x)}{\partial x} \bigg|_{x=x_0} < 0 \), and denote \( q_i(x) = -\frac{\partial (\log_a p_i(x))}{\partial (\log_a x)} > 0 \), where \( 0 < q_1(x) \leq ... \leq q_L(x) < +\infty \).

Denote \( w(x) = -\frac{\partial \left[ \log_\left( \sum_{i=1}^L p_i(x) \right) \right]}{\partial (\log_a(x))} \), where \( a > 1 \).

Then, the following statements hold.

1) If \( q_1(x) \neq q_L(x) \),

\[
q_1(x) < w(x) < q_L(x). 
\] (9.20)

The closeness between \( q_1(x) \) and \( w(x) \) is quantified by

\[
\left| \frac{w(x) - q_1(x)}{q_1(x)} \right| = \sum_{k=2}^{L} \left( \frac{1 - \frac{q_k(x)}{q_1(x)}}{\frac{1}{p_k(x)} \sum_{i=1}^L p_i(x)} \right),
\]

and the closeness between \( q_L(x) \) and \( w(x) \) is quantified by

\[
\left| \frac{w(x) - q_L(x)}{q_L(x)} \right| = \sum_{k=1}^{L-1} \left( \frac{1 - \frac{q_k(x)}{q_L(x)}}{\frac{1}{p_k(x)} \sum_{i=1}^L p_i(x)} \right).
\]

2) If \( q_1(x) = q_L(x) \), \( q_1(x) = w(x) = q_L(x) \).

3) If
a. \( \lim_{x \to +\infty} p_{i}(x) = 0 \), where \( i = 1, \ldots, L \), and \( \lim_{x \to +\infty} \left( \frac{p_{k}(x)}{p_{1}(x)} \right) = 0 \), where \( k = 2, \ldots, L \),

b. \( \exists k, 1 < \lim_{x \to +\infty} q_{k}(x) < +\infty \), where \( k = 2, \ldots, L \),

\[ \lim_{x \to +\infty} \left| \frac{w(x) - q_{1}(x)}{q_{1}(x)} \right| = 0. \]

The proof of Theorem 7 is provided in Appendix F.2.

Since EUB is the summation of the pairwise error probabilities for all the directional pairs of \( \mathbf{M} \) and \( \tilde{\mathbf{M}} \) in \( \Upsilon^{(1)} \), \( \Upsilon^{(2)} \), and \( \Upsilon^{(3)} \), as a unified form, the EUB at average receive SNR \( \rho \) can be written as follows,

\[
\begin{align*}
\Pr_{U(\text{unit})} \{ \mathbf{M} | \rho \} &= \frac{1}{N_{\text{unit}}^{M}} \sum_{a=1}^{N_{M}} \phi_{\text{unit}}(\mathbf{M}_{(a)}, \mathbf{M}_{(b)}) \Pr \{ \mathbf{M}_{(a)} \} \sum_{b \neq a}^{N_{B}} \Pr \{ \mathbf{M}_{(a)} \rightarrow \mathbf{M}_{(b)} | \rho \} \\
&= \frac{1}{N_{\text{unit}}^{M}} \sum_{i=1}^{3} \zeta_{i}^{(i)},
\end{align*}
\]

where \( \text{unit} = \text{bit}, \text{sym}, \text{blk} \) and \( \phi_{\text{blk}}(\mathbf{M}_{(a)}, \mathbf{M}_{(b)}) = 1 \), the EUB component related to \( \Upsilon^{(i)} \) is

\[
\zeta_{\rho}^{(i)} = \frac{1}{N_{\text{unit}}^{M}} \sum_{a=1}^{N_{M}} \sum_{\{\mathbf{M}_{(a)}, \mathbf{M}_{(b)}\} \in \Upsilon^{(i)}} \left\{ \phi_{\text{unit}}(\mathbf{M}_{(a)}, \mathbf{M}_{(b)}) \Pr \{ \mathbf{M}_{(a)} \} \cdot \sum_{\{\mathbf{M}_{(a)} \rightarrow \mathbf{M}_{(b)} | \rho \}}^{N_{B}} \Pr \{ \mathbf{M}_{(a)} \rightarrow \mathbf{M}_{(b)} | \rho \} \right\}. \quad (9.22)
\]

Denote \( f_{1}(\rho) = \log_{10} \Pr_{U(\text{unit})} \{ \mathbf{M} | \rho \} \) and \( g(\rho) = \log_{10} \rho \). Using (9.16) and (9.21), \( r_{\text{ad}} \) can be approximated by

\[
r_{\text{ad}} = -\frac{\partial f_{1}(\rho)}{\partial g(\rho)} \approx -\frac{\partial f_{1}(\rho)}{\partial g(\rho)}, \quad (9.23)
\]

where the \( \approx \) is based on the fact that EUB normally is considered as a good approximation of AEP.
Denote \( r^{(i)} = \text{rank}(\Lambda, \{M \to M_i\} \in \Upsilon^{(i)}) \) and \( r_{\min}^{(i)} = \min \{ r^{(i)} \} \) and \( r_{\max}^{(i)} = \max \{ r^{(i)} \} \), where \( i = 1, 2, 3 \). Note that \( r_{\min}^{(1)} = r_{d}^{(1)} \) and \( r_{\min}^{(2)} = r_{d}^{(2)} \) and \( r_{\min}^{(3)} = r_{d}^{(1)} + r_{d}^{(2)} \). Clearly, \( r_{\min}^{(i)} \leq r^{(i)} \leq r_{\max}^{(i)} \). According to Theorem 7, using (9.6) and (9.22), we have

1) \[ r_{\min}^{(i)} \leq -\frac{\partial \log_{10} \zeta^{(i)}_\rho}{\partial \log_{10} \rho} \leq r_{\max}^{(i)}, \]  \hspace{1cm} (9.24)

2) \[ \min \{ r_{d}^{(1)}, r_{d}^{(2)} \} \leq -\frac{\partial \left[ \log_{10} \Pr_{U(\text{unit})} \{M | \rho \} \right]}{\partial \log_{10} \rho} \leq \max \{ r_{\max}^{(i)}, i = 1, 2, 3 \}. \]  \hspace{1cm} (9.25)

From (9.25), the advantage of ST-CILDC can not be clearly illustrated. Now, we consider the following assumptions

1) \( r_{d}^{(i)} = r_{\max}^{(i)} \), where \( i = 1, 2 \), which we call uniform rank in the set \( \Upsilon^{(i)} \),

2) \( r_{d}^{(1)} = r_{d}^{(2)} \) (thus \( r_{\min}^{(3)} = r_{d}^{(1)} + r_{d}^{(2)} = r_{\max}^{(3)} \)),

and then

\[ r_{d}^{(1)} = r_{d}^{(2)} < -\frac{\partial \left[ \log_{10} \Pr_{U(\text{unit})} \{M | \rho \} \right]}{\partial \log_{10} \rho} < r_{d}^{(1)} + r_{d}^{(2)}, \]  \hspace{1cm} (9.26)

where the two \( < \) are due to \( r_{d}^{(1)} = r_{d}^{(2)} < r_{d}^{(1)} + r_{d}^{(2)} \). This case shows a sufficient (not necessary) condition of average diversity order improvement in ST-CILDC systems. According to Theorem 7, we can approximately quantify this closeness between average diversity order and \( r_{d}^{(1)} = r_{d}^{(2)} \) as

\[ \left| -\frac{\partial \log_{10} \Pr_{U(\text{unit})} \{M | \rho \}}{\partial \log_{10} \rho} - r_{d}^{(1)} \right| = \left| \zeta_\rho^{(3)} \left( 1 - \frac{2 r_{d}^{(1)}}{r_{d}^{(1)}} \right) \right| \leq \left| \frac{\zeta_\rho^{(3)}}{\sum_{i=1}^{3} \zeta_\rho^{(i)}} \right|. \]  \hspace{1cm} (9.27)
Similarly, we can approximately quantify this closeness between average diversity order and \( r_d^{(1)} + r_d^{(2)} \) as

\[
\begin{align*}
\left| \frac{\partial \log_{10} \Pr_{U(\text{unit})}(M|\rho)}{\partial \log_{10} \rho} \right| - r_d^{(1)} + r_d^{(2)} = \left| \frac{\zeta^{(1)} + \zeta^{(2)} (1 - \frac{r_d^{(1)}}{2})}{\frac{\Pr_{U(\text{unit})}(M|\rho)}{2}} \right| = \\
\frac{\zeta^{(1)} + \zeta^{(2)}}{2 \sum_{i=1}^{3} \zeta^{(i)}}.
\end{align*}
\]

Note that according to Theorem 7, the range of average diversity order is determined by the dominance of \( \zeta^{(i)} \), in other words, approximately by the dominance of the relative number of elements and pairwise probabilities in the sets \( \Upsilon^{(i)} \), where \( i = 1, 2, 3 \). To show this approximation, assume that

1) the pairwise probability of all directional pairs \( M \) and \( \tilde{M} \) within the set \( \Upsilon^{(i)} \) are equally probable, which is denoted as

\[ p^{(a,b,i)}_{\rho} = \Pr \{ M(a) \rightarrow M(b) | \rho, \{ M(a), M(b) \} \in \Upsilon^{(i)} \} = p^{(i)}_{\rho}, \]

2) all the \( M \) are equally probable with probability \( \frac{1}{N_B} \),

for block (frame) based EUB, the closeness expressions (9.27) and (9.28) are rewritten as

\[
\begin{align*}
\left| \frac{\partial \log_{10} \Pr_{U(\text{unit})}(M|\rho)}{\partial \log_{10} \rho} \right| - r_d^{(1)} + r_d^{(2)} = \left| \frac{1}{N_B} \frac{N_2 p^{(3)}_{\rho}}{N_1 (p^{(1)}_{\rho} + p^{(2)}_{\rho}) + N_2 p^{(3)}_{\rho}} \right| = \\
\frac{1}{N_B} \frac{N_2 p^{(3)}_{\rho}}{N_1 (p^{(1)}_{\rho} + p^{(2)}_{\rho}) + N_2 p^{(3)}_{\rho}} \left( p^{(1)}_{\rho} + p^{(2)}_{\rho} \right) + \frac{1}{N_B} \frac{N_2 p^{(3)}_{\rho}}{N_1 (p^{(1)}_{\rho} + p^{(2)}_{\rho}) + N_2 p^{(3)}_{\rho}} \left( p^{(1)}_{\rho} + p^{(2)}_{\rho} \right)
\end{align*}
\]

(9.29)
respectively, where \( N_1 \) and \( N_2 \) are defined in Appendix F.1, and \( \beta = \frac{N_1}{N_2} \).

The block (frame) based EUB can be written as

\[
\Pr_{U_{(bk)}} \{ M | \rho \} = \frac{1}{N_B} \left\{ N_1 \left( p_\rho^{(1)} + p_\rho^{(2)} \right) + N_2 p_\rho^{(3)} \right\} = \frac{N_2}{N_B} \left\{ \beta \left( p_\rho^{(1)} + p_\rho^{(2)} \right) + p_\rho^{(3)} \right\} = \alpha \left\{ \beta \left( p_\rho^{(1)} + p_\rho^{(2)} \right) + p_\rho^{(3)} \right\},
\]

(9.31)

where \( \alpha \) is defined as in (9.15), and \( N_B = 2N_1 + N_2 \).

According to (9.29), in enough high SNR, the average diversity order approaches \( r_d^{(1)} = r_d^{(2)} \), while, if \( p_\rho^{(1)} = p_\rho^{(2)} \), the merit of CI is still approximately maintained as extra coding advantage \( 2\alpha \beta = \frac{2N_1}{2N_1 + N_2} \), which is clear through observing (9.31).

Observing (9.6), \( p_\rho^{(a,b,i)} \) can be written in the following form

\[
p_\rho^{(a,b,i)} = \Pr \{ M_{(a)} \rightarrow M_{(b)} | \rho, \{ M_{(a)}, M_{(b)} \} \in \Upsilon^{(i)} \} = u(r^{(a,b,i)}(\rho))^{-r^{(a,b,i)}},
\]

(9.32)

where \( i = 1, 2, 3 \), \( u(r^{(a,b,i)}(\rho)) \), independent of \( \rho \), is a function of \( r^{(a,b,i)} \), where \( r^{(a,b,i)} \) is the exponent corresponding to \( p_\rho^{(a,b,i)} \). Using the third statement of Theorem 7, it is clear that, when \( \rho \) approaches infinity, the average diversity order reaches \( \min \{ r_d^{(1)}, r_d^{(2)} \} = \min \{ r^{(a,b,i)}, \forall (a, b, i) \} \).

<table>
<thead>
<tr>
<th>( (Q, D, N_T, N_R, T) )</th>
<th>( N_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,4,2,2,2)</td>
<td>16</td>
</tr>
<tr>
<td>(12,4,4,2,4)</td>
<td>16777216</td>
</tr>
<tr>
<td>(16,4,4,2,4)</td>
<td>( 4.295 \times 10^9 )</td>
</tr>
</tbody>
</table>

Table 9.1. System configurations and corresponding codebook size of component LDCs

An illustration of the relation among \( \alpha \), \( 1 - \alpha \), \( \beta \), and \( 2\beta \) versus the codebook size of component LDCs \( N_a \), which determines diversity properties of the ST-CILDC.
Figure 9.2. $\alpha$, $1 - \alpha$, $\beta$, and $2\beta$ versus component LDC codebook size $N_a$, (a) for small $N_a$ and (b) for large $N_a$
systems, is shown in Figure 9.2. When $N_a$ becomes large in Figure 9.2(b), the curves of $1 - \alpha$ and $2\beta$ are quite close and are approximately an exponential relation to $N_a$. When $N_a$ is small in Figure 9.2(a), the curve of $1 - \alpha$ and $2\beta$ is notably different, and $1 - \alpha$ and $2\beta$ can be large. From Table 9.1, where $D$ denotes the constellation size of source data symbols, one may observe the relation among system configurations versus $N_a$ for several examples. The above discussion will be partly verified through simulation in Section 9.4.2.

Note that except for the trivial extra computational load of coordinate interleaving, for the same size of LDC encoding matrices, the complexity per LDC codeword of the ST-CILDC system is almost the same as that of conventional LDC systems. However, the upper bound achievable average diversity order of a ST-CILDC system may be almost twice that of conventional block-based space-time code (BSTC) systems if the component LDC in the ST-CILDC are of similar diversity features. It is worth mentioning that using nonlinear sphere or ML decoding, the conventional BSTC systems need much higher complexity to reach an average diversity order comparable to ST-CILDC, since the size of the BSTC block would be double the size of the component LDC used in ST-CILDC and the worst case complexity is exponential in relation to the codebook size of the BSTC.

We remark the scope of this approach is not limited to LDC. Other block-based space-time code designs also may be improved using the proposed space-time inter-LDC coordinate interleaving approach. Further, the pair of LDC codewords used in ST-CILDC could be viewed as a single specially designed LDC codeword of size $2T \times N_T$. ST-CILDC systems could thus be viewed as an extension of LDC systems using different design criteria.
9.4 Performance

9.4.1 Simulation setup

Perfect channel knowledge (amplitude and phase) is assumed at the receiver but not at the transmitter. Assume the number of receive antennas is not less than the number of transmit antennas. Channel symbols are estimated using MMSE estimation. Data symbols use QPSK modulation in all simulations. The signal-to-noise-ratio (SNR) reported in all figures is the average symbol SNR per receive antenna.

Three space-time block codes, Code HH1, Code MG, and Code HH2, are used as component LDC coding matrices of ST-CILDC systems in the simulations. Code HH1 chosen is a class of rate-one square shown in (3.10). Code MG, proposed by Hassibi and Hochwald, is chosen from Design A of full diversity full rate (FDFR) codes proposed by Ma and Giannakis [76]. Code HH2 is a non-rate-one high rate codes for the configuration of $N_T=4, T=6, Q=12$, proposed by Hassibi and Hochwald [42].

9.4.2 Performance comparison

The performance comparison of Code HH1 is shown in Figures 9.3, 9.4, and 9.5. The performance comparison of Code MG is shown in Figure 9.6. The performance comparison of Code HH2 is shown in Figure 9.7.

In block fading channels, i.e., when the $4 \times 4$ MIMO channels are constant over the pair of ST-LDC codewords and Code HH1 is used, ST-CILDC obtains the same performance as that of ST-LDC as shown in Figure 9.4.

However, as shown in Figures 9.3, 9.5 9.6, , and 9.7, which are results in rapid fading channels, ST-CILDC significantly outperforms ST-LDC at high SNRs. Thus, the ST-CILDC procedure may be applied to both rate-one and slightly lower rate codes.
Figure 9.3. BER performance comparison of ST-CILDC vs. LDC using Code HH1, $CCR = 1, N_T = 4, N_R = 4, T = 4, Q = 16$
Figure 9.4. BER performance comparison of ST-CILDC vs. LDC using Code HH1, $CCR = 8$, $N_T = 4$, $N_R = 4$, $T = 4$, $Q = 16$
Figure 9.5. BER performance comparison of ST-CILDC vs. LDC using Code HH1, $CCR = 1$, $N_T = 2$, $N_R = 2$, $T = 2$, $Q = 4$
Figure 9.6. BER performance comparison of ST-CILDC vs. LDC using Code MG, $CCR = 1$, $N_T = 4$, $N_R = 4$, $T = 4$, $Q = 16$
Figure 9.7. BER performance comparison of ST-CILDC vs. LDC using Code HH2, $CCR = 1$, $N_T = 4$, $N_R = 4$, $T = 6$, $Q = 12$
Observing Figures 9.3 and 9.6, the performances of Code HH1 and Code MG are similar in rapid fading channels. Thus, even though Code HH1 is not designed under a diversity criterion, Code HH1 appears to possess desirable diversity properties.

Note that Figure 9.5 shows the ST-CILDC performance in a $2 \times 2$ MIMO systems, and the codebook size of the corresponding component LDCs, $N_a$, is much smaller than those in Figures 9.3, 9.6, and 9.7. In the SNR region from 10 to 25 dB in Figure 9.5, the slopes of performance curves of ST-CILDC and ST-LDC are notably different, while in the SNR region higher than 25 dB, the slope of performance curves of ST-CILDC and ST-LDC are almost the same. This observation agrees with the discussion of average diversity order in Section 9.3, since ST-CILDC shows either much higher average diversity order or extra coding advantage over ST-LDC, the choice of which depends on the value of SNR $\rho$ and the codebook size $N_a$.

### 9.5 Conclusion

This chapter has proposed a general space-time inter-LDC coordinate interleaving procedure, ST-CILDC, which may be applied to either rate-one (information lossless) or slightly lower rate block-based space-time coding systems. This enables not only symbol-level diversity but also coordinate-level diversity. The upper bound diversity order and statistical diversity order of ST-CILDC are analyzed. Although a ST-CILDC system does not obtain an increased diversity order over the corresponding conventional ST-LDC system, the ST-CILDC system show either much higher average diversity order or extra coding advantage compared with the corresponding conventional ST-LDC system in time varying channels. Compared with conventional block-based STC, ST-CILDC systems maintain diversity performance in quasi-static
block fading channels, and significantly improve the diversity performance in the high SNR regions of rapid fading channels.
Chapter 10

Summary and Future Directions

10.1 Summary

Newly proposed fundamental high-rate diversity approaches are the central concerns of this thesis, which are motivated by the requirements of high spectral efficiency and high reliability in new generation SISO and MIMO digital communications systems. In Chapter 4, a new class of rate-one rectangular LDC dispersion codes of arbitrary size are proposed and analyzed. In Chapters 5 and 6, LDC are proposed for application in multicarrier and single carrier SISO communications, respectively, and their diversity features are analyzed. In Chapters 7 and 8, LDC based high-rate space-time-frequency codes are proposed and analyzed. In Chapter 9, coordinate-interleaving or component interleaving are applied to space time LDC to achieve high performance in rapid fading channels.

This thesis primarily consider linear LDC decoding in the simulation studies, which can be justified as follows.

1) The proposed diversity systems, such as LDC-OFDM, are quite new, in other words, other comparable designs do not exist. Although linear decoding is...
used and the system possibly does not fully exploit available diversity, such as time diversity, in the channels, the performance improvement demonstrates the diversity advantages of the new systems.

2) Clearly, maximum likelihood decoding (MLD) and MLD-like approaches may be needed to reach maximal achievable diversity and coding gains. However, it is shown that properly designed linear decoding for complex diversity coding system is able to realize a significant amount of the maximally achievable diversity order of the codes [13, 85, 104, 105].

3) Although pairwise error probability (PEP) based diversity analysis is best suitable for MLD and MLD-like approaches, existing research investigations have utilized PEP diversity analysis for linear decoding based diversity approaches [104, 105]. Even if linear decoding based diversity approaches cannot exploit maximal available diversity of the codes, PEP-based analysis captures, at least asymptotically, the significant diversity features of properly designed linear decoding based systems. PEP based analysis provides the upper bound diversity order of the proposed systems. The most important performance metric this thesis concerns is diversity order, which is related to the slope of the logarithm of the error probability or pairwise error probability. Even if linear decoding is used, the general trends of of the slopes of the error performance curves due to diversity effects introduced can be clearly observed in this thesis.

4) Linear decoding leads to much lower complexity, which makes proposed designs more practical.

As proof of concepts, linear dispersion codes under constraints (3.10) are primarily considered in simulations throughout this thesis, although more general linear
dispersion codes which do not satisfy constraints (3.10) are used in the simulations of Chapter 9. Actually, general linear dispersion codes which do not satisfy constraints (3.10) can be also applied in all the proposed diversity approaches in this thesis.

Instead of analyzing exact error probability, this thesis has analyzed the fundamental diversity properties, the upper bound diversity orders of proposed approaches. The main diversity dimensions discussed in this thesis are space, time, and frequency, which arise from the statistical nature of the environment in the real world. This thesis studies diversity approaches over not only spatial domain MIMO but also frequency domain MIMO. In general, statistical fading channels may have detrimental effects in communication systems. However, this thesis describes how to take advantage of the statistical fluctuation through efficiently exploiting diversity over physical dimensions.

10.2 Future Directions

10.2.1 Design of slightly-lower-rate codes

Although linear dispersion codes allow an arbitrary coding rate, this thesis primarily designs and utilizes rate-one codes. However, slightly lower-rate codes, which may have higher diversity order per data source symbols, have not been sufficiently addressed in the literature. We refer to the term slightly lower-rate codes to denote those as having rates higher than $1/\min\{N_T, N_R\}$ in space-time or frequency-time channels. The rate of those codes is generally higher than the rate of OSTBC.
10.2.2 Exact error performance of proposed diversity approaches

This thesis analyzes the proposed diversity approaches primarily through diversity order. However, exact error performance of proposed diversity approaches has not been analyzed. Instead using simulations, the analysis of exact error probability may help further confirm and quantify the performance of diversity systems.

10.2.3 New receiver designs of proposed diversity approaches

Although this thesis has proposed several receiver designs arising from diversity considerations, new receiver designs may be needed to obtain higher performance at lower complexity for different applications.

10.2.4 Proposed diversity approaches in more realistic channels

Although this thesis has utilized channel models with considerations to several realistic factors in the channels, more realistic channel models may be needed to apply proposed diversity approaches to actual physical channels.
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Appendix A

Derivations and proofs of U-LDC properties

A.1 Element expression of U-LDC dispersion matrices

Denote the \((m, p)\) element of \(A_{(k,l)}\) as \([A_{(k,l)}]_{m,p}\), where \(A_{(k,l)}\) stands for dispersion matrix \(A_q\), where \(q = M(k - 1) + l\), i.e. \(A_{(k,l)} = A_{M(k-1)+l}\).

The elements of U-LDC matrices could be calculated as follows.

a) The case of \(T \leq M\):

\[
[\Pi^a]_{v,p} = \delta ([v - p - a] \pmod{M}),
\]

\[
[D^b]_{m,u} = \delta (m - u) \exp \left( j \frac{2\pi}{T} b(m - 1) \right),
\]

\[
[\Gamma]_{u,v} = \delta (u - v),
\]
\[
\begin{align*}
[A^{(k,l)}]_{m,p} &= [A_{M(k-1)+l}]_{m,p} \\
&= \left[\frac{1}{\sqrt{T}}D^{k-1}\Gamma^{l-1}\right]_{m,p} \\
&= \frac{1}{\sqrt{T}} \sum_{u=1}^{T} \sum_{v=1}^{M} \begin{bmatrix}
\delta (m - u) 	imes \\
\exp \left( j \frac{2\pi}{T} \right) (k - 1)(m - 1) \times \\
\delta (u - v) \times \\
\delta \left( [v - p - (l - 1)] \mod M \right) 
\end{bmatrix}
\end{align*}
\]

(A.4)

\[
\begin{align*}
\left[ A^{(k,l)} \right]_{m,p} &= \begin{cases}
\frac{1}{\sqrt{T}} \delta \left( \left[ m - p - (l - 1) \right] \mod M \right) \times \\
\exp \left( j \frac{2\pi}{T} \right) (k - 1)(m - 1) , \\
\text{if } m = u = v \text{ and } \\
[m - p - (l - 1)] \mod M = 0; \\
0, \text{otherwise.}
\end{cases}
\end{align*}
\]

(A.5)

b) The case of $T > M$:

Through a similar derivation to that in (A.4),

\[
\begin{align*}
\left[ A^{(k,l)} \right]_{m,p} &= \\
&= \begin{cases}
\frac{1}{\sqrt{M}} \delta \left( \left[ m - p - (k - 1) \right] \mod T \right) \times \\
\exp \left( j \frac{2\pi}{M} (l - 1)(p - 1) \right) , \\
\text{if } u = v = p \text{ and } \\
\left[ m - p - (k - 1) \right] \mod T = 0; \\
0, \text{otherwise.}
\end{cases}
\end{align*}
\]

(A.5)

A.2 Proof of Property 1

Proof: Denote $[G_{LDC}]_{r,q}$ as the $(r, q)$ element of $G_{LDC}$, where $r, q = 1, \ldots, TM$.

Further, $r$ can be determined by the pair $(m, p)$, and $q$ is determined by the pair $(k, l)$.

Thus we also denote $[G_{LDC}]_{(m,p),(k,l)} = [G_{LDC}]_{r,q}$. We know $G_{LDC} = [\text{vec}(A_1), \ldots, \text{vec}(A_Q)]$.

Note that $q$ is also the index of $A_q$.  
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We have the following relations,

\[ r = T(m - 1) + p, \quad q = M(k - 1) + l, \]

\[ l = [[q - 1] \pmod{M}] + 1, \]

\[ k = [[q - [[q - 1] \pmod{M}] - 1] \pmod{M}] + 1, \]

\[ p = [[r - 1] \pmod{T}] + 1, \]

\[ m = [[r - [[r - 1] \pmod{T}] - 1] \pmod{T}] + 1. \]

Now we are ready to calculate \( [G_{LDC} [G_{LDC}]^H]_{r,q} \). In the calculation, the elements of \( G_{LDC} \) have index pair \((m_1, p_1), (k, l)\), and the elements of \([G_{LDC}]^H\) have index pair \((m_2, p_2), (k, l)\).

a) the case of \( T \leq M \): From (A.4),

\[
\left[ G_{LDC} [G_{LDC}]^H \right]_{r,q} = \frac{1}{T} \sum_{(m_1, p_1), (m_2, p_2), (k, l)} \left[ \delta \left( [m_1 - p_1 - (l - 1)] \pmod{M} \right) \times \right.
\exp \left( j \frac{2\pi}{T} (k - 1)(m_1 - 1) \right) \times \left. \delta \left( [m_2 - p_2 - (l - 1)] \pmod{M} \right) \times \exp \left( -j \frac{2\pi}{T} (k - 1)(m_2 - 1) \right) \right]
\]

\[
= \begin{cases} 
\frac{1}{T} \delta \left( [m_1 - p_1 - (l - 1)] \pmod{M} \right) \times \\
\delta \left( [m_2 - p_2 - (l - 1)] \pmod{M} \right) \times \\
\sum_{k=1}^{T} \left[ \exp \left( j \frac{2\pi}{T} (m_1 - m_2) [k - 1] \right) \right],
\end{cases}
\]

if \([m_1 - p_1 - (l - 1)] \pmod{M} = 0\) and \([m_2 - p_2 - (l - 1)] \pmod{M} = 0\); otherwise.

The above expression (A.6) tells us that \( [G_{LDC} [G_{LDC}]^H]_{r,q} \neq 0 \), more clearly
\[ \left[ G_{LDC} [G_{LDC}]^H \right]_{r,q} = 1, \text{if and only if } (m_1, p_1) = (m_2, p_2), \text{in other words, } r = q. \]

Thus, \( G_{LDC} [G_{LDC}]^H = I_{TM} \). Similarly, we could obtain \( [G_{LDC}]^H G_{LDC} = I_{TM} \).

b) The proof of the case of \( T > M \) is similar, and details are omitted.

Thus, \( G_{LDC} \) is unitary for arbitrary \( T \) and \( M \).

A.3 Derivation of \( A_{q_1} [A_{q_2}]^H \) and \( [A_{q_1}]^H A_{q_2} \)

To derive \( A_{q_1} [A_{q_2}]^H \), denote the \((m,p)\) element of \( A_{q_1}\) as \( [A_{q_1}]_{m,p} \), and denote the \((p,r)\) element of \([A_{q_2}]^H\) as \( [A_{q_2}]_{p,r}^H \).

a) the case of \( T \leq M \):

\[
\begin{aligned}
\left[ A_{q_1} [A_{q_2}]^H \right]_{m,r} &= \left[ A^{(k_1,l_1)} A^{(k_2,l_2)} \right]^H_{m,r} = \\
&= \frac{1}{T} \sum_{p=1}^{M} \left[ \delta \left( [m-p-(l_1-1)] (\text{mod}M) \right) \times \right. \\
&\left. \exp \left( j \frac{2\pi}{T} (k_1-1)(m-1) \right) \times \delta \left( [r-p-(l_2-1)] (\text{mod}M) \right) \times \right. \\
&\left. \exp \left( -j \frac{2\pi}{T} (k_2-1)(r-1) \right) \right] \\
&= \begin{cases} \\
\frac{1}{T} \delta \left( [m-p-(l_1-1)] (\text{mod}M) \right) \times \\
\delta \left( [r-p-(l_2-1)] (\text{mod}M) \right) \times \\
\exp \left( j \frac{2\pi}{T} \left[ (k_1-1)(m-1) - (k_2-1)(r-1) \right] \right), \\
\text{if } [m-p-(l_1-1)] (\text{mod}M) = 0 \\
\text{and} \\
[r-p-(l_2-1)] (\text{mod}M) = 0; \\
0, \text{otherwise.} \\
\end{cases} 
\end{aligned}
\]

(A.7)

b) the case of \( T > M \):
The derivation of the case of $T > M$ is similar to that of the case of $T \leq M$, thus details are omitted.

To calculate $[A_{q_1}]^{H} A_{q_2}$, denote the $(s, m)$ element of $A_{q_1}$ as $[A_{q_1}]^{H}_{s,m}$, and denote the $(m, t)$ element of $[A_{q_2}]^{H}$ as $[A_{q_2}]_{m,t}$.

a) the case of $T \leq M$:

$$
[A_{q_1}]^{H} A_{q_2} = [A^{(k_1,l_1)}]^{H} A^{(k_2,l_2)} =
\frac{1}{T} \sum_{m=1}^{T} \begin{bmatrix}
\delta \left([m - s - (l_1 - 1)] \mod M\right) \times \\
\exp \left(-j\frac{2\pi}{T}(k_1 - 1)(m - 1)\right) \times \\
\delta \left([m - t - (l_2 - 1)] \mod M\right) \times \\
\exp \left(j\frac{2\pi}{T}(k_2 - 1)(m - 1)\right)
\end{bmatrix}
=\begin{cases}
\frac{1}{T} \delta \left([m - s - (l_1 - 1)] \mod M\right) \times \\
\delta \left([m - t - (l_2 - 1)] \mod M\right) \times \\
\exp \left(j\frac{2\pi}{T} [(k_2 - k_1)(m - 1)] \right), \\
\text{if } [m - s - (l_1 - 1)] \mod M = 0 \\
\text{and} \\
[m - t - (l_2 - 1)] \mod M = 0; \\
0, \text{otherwise.}
\end{cases}
$$

b) the case of $T > M$:

The derivation of the case of $T > M$ is similar, and details are omitted.

A.4 Proof of Property 2

Proof: We know if $q_1 = q_2 = q$, then $k_1 = k_2, l_1 = l_2$. From (A.8), we know that, if $T \leq M$, the diagonal elements of $[A_{q}]^{H} A_{q}$ consist of $T$ entries of $\frac{1}{T}$ and
$M - T$ entries of zero. Thus, if $T \leq M$, $\text{Tr} \left[ [A_q]^H A_q \right] = \frac{TM}{Q} = 1$ holds. If $T = M$, $[A_q]^H A_q = \frac{1}{M} I_M$.

Similarly, we can prove the case of $T > M$. Thus both (4.3) and (4.4) hold.

\section*{A.5 Proof of Property 3}

\textit{Proof:} We know

\begin{equation}
\text{Tr} \left[ \vec{\text{vec}}(A_p) [\vec{\text{vec}}(A_q)]^H \right] = [\vec{\text{vec}}(A_q)]^H \vec{\text{vec}}(A_p) \tag{A.9}
\end{equation}

In Property 1, we have already proven that $G_{LDC} = [\vec{\text{vec}}(A_1), ..., \vec{\text{vec}}(A_{TM})]$ is unitary. Thus the different columns of $G_{LDC}$ are orthogonal, thus $[\vec{\text{vec}}(A_q)]^H \vec{\text{vec}}(A_p) = 0$ for any $1 \leq p \neq q \leq TM$.

Then we have $\text{Tr} \left[ \vec{\text{vec}}(A_p) [\vec{\text{vec}}(A_q)]^H \right] = 0$ for any $1 \leq p \neq q \leq TM$.

\section*{A.6 Proof of Property 4}

\textit{Proof:} We know $q_1 \neq q_2$, then $(k_1, l_1) \neq (k_1, l_1)$. Now we derive $\text{Tr} \left[ [A_{q_1}]^H A_{q_2} \right] = \sum_{s=1}^{M} \left[ [A_{q_1}]^H A_{q_2} \right]_{s,s}$.

a) the case of $T \leq M$: From (A.8), we get

\[
\left[ [A_{q_1}]^H A_{q_2} \right]_{s,s} = \frac{1}{T} \sum_{m=1}^{T} \left[ \begin{array}{c}
\delta \left( \left[ m - s - (l_1 - 1) \right] (\text{mod}M) \right) \times \\
\delta \left( \left[ m - s - (l_2 - 1) \right] (\text{mod}M) \right) \times \\
\exp \left( j \frac{2\pi}{T} \left[ (k_2 - k_1)(m - 1) \right] \right)
\end{array} \right].
\]
a. If \( l_1 \neq l_2 \), obviously

\[
\delta \left( [m - s - (l_1 - 1)] \pmod{M} \right) \times \\
\delta \left( [m - s - (l_2 - 1)] \pmod{M} \right) = 0
\]

then

\[
\left[ [A_{q_1}]^\dagger A_{q_2} \right]_{s,s} = 0.
\]

Thus

\[
Tr \left[ [A_{q_1}]^\dagger A_{q_2} \right] = 0.
\]

b. If \( l_1 = l_2 \), then \( k_1 \neq k_2 \), only \( T \) terms of \( \left[ [A_{q_1}]^\dagger A_{q_2} \right]_{s,s} \) are non-zero.

\[
Tr \left[ [A_{q_1}]^\dagger A_{q_2} \right] \text{ could be written as }
\]

\[
Tr \left[ [A_{q_1}]^\dagger A_{q_2} \right] = \frac{1}{T} \sum_{u=a}^{a+T-1} \exp \left( j \frac{2\pi}{T} [(k_2 - k_1)u] \right) = 0
\]

where \( a \) is a positive integer.

b) the case of \( T > M \):

The proof of the case of \( T > M \) is similar, and details are omitted.

Similarly, \( Tr \left( A_{q_1} [A_{q_2}]^\dagger \right) = 0. \)

A.7 Proof of Property 5

Proof:

Assume two different U-LDC codewords \( S_{LDC} \) and \( \tilde{S}_{LDC} \) encode the same \( (Q - 1) \) data source symbols and one different data source symbol \( s_g \) and \( \tilde{s}_g \) respectively, where \( s_g - \tilde{s}_g \neq 0 \) and \( g = 1, \ldots, Q \).
Thus, the difference of $S_{LDC}$ and $\tilde{S}_{LDC}$ is
\[
\Delta_g = S_{LDC} - \tilde{S}_{LDC} = \left\{ \left[ \sum_{q=1,q\neq g}^{Q} s_q A_q \right] + s_g A_g \right\} - \left\{ \left[ \sum_{q=1,q\neq g}^{Q} \tilde{s}_q A_q \right] + \tilde{s}_g A_g \right\} \\
= (s_g - \tilde{s}_g) A_g.
\]
The symbolwise diversity order is
\[
r = \min \{ \text{rank}(\Delta_g), g = 1, ..., Q \} = \min \{ \text{rank}(A_g), g = 1, ..., Q \}.
\]
Thus, the proof is completed if all the $\text{rank}(A_g)$ are computed for $g = 1, ..., Q$.

a) the case of $T \leq M$: From the proof of Property 2, we know that the diagonal elements of $[A_g]^H A_g$ consist of $T$ entries of $\frac{1}{T}$ and $M - T$ entries of zero. From (A.8), it is easy to determine that all non-diagonal elements of $[A_g]^H A_g$ are zero. Thus,
\[
\text{rank}(A_g) = \text{rank}([A_g]^H A_g) = T.
\]
Hence,
\[
\text{rank}(A_g) = \text{rank}([A_g]^H A_g) = T,
\]
where $g = 1, ..., Q$.

b) the case of $T > M$:

Similarly to the case of $T \leq M$, we can prove
\[
\text{rank}(A_g) = \text{rank}([A_g]^H A_g) = M,
\]
where $g = 1, ..., Q$.

Finally, The symbolwise diversity order is obtained as
\[
r = \min \{ \text{rank}(A_g), g = 1, ..., Q \} = \min \{ T, M \}.
\]

\[\blacksquare\]
Appendix B

Proof of Theorem 3

Proof:

(1) of Theorem 3 has been discussed in previous parts of Section 5.5. (4) of Theorem 3 is a straightforward result if (2) or (3) is given. Hence, only the proofs of (2) and (3) of Theorem 3 are given.

Note that \( (M^{(i)} - \tilde{M}^{(i)}) \) is of size \( TN_{F(i)} \times TN_{F(i)} \). Therefore the condition (5.54) ensures

\[
\text{rank} \left( \left[ \left( M^{(i)} - \tilde{M}^{(i)} \right) \right] \right) = TN_{F(i)}.
\]

Accordingly,

\[
\text{rank}(A_{(i)}) = \text{rank} \left( \left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^H \right) \\
= \text{rank} \left( R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^H \right) \\
= \text{rank} \left( R_{H^{(i)}} \right).
\]

So (2) of Theorem is proved.

If both \( N_{F(i)} = L + 1 \) and \( \text{rank}(R_{H^{(i)}}) = T(L+1) \) hold, to achieve \( \text{rank}(A_{(i)}) = T(L + 1) \), it is necessary to have

\[
T(L + 1) = \text{rank} \left( \left( M^{(i)} - \tilde{M}^{(i)} \right) R_{H^{(i)}} \left( M^{(i)} - \tilde{M}^{(i)} \right)^H \right) \\
\leq \text{rank} \left( \left( M^{(i)} - \tilde{M}^{(i)} \right) \right).
\]
However, $\left( M^{(i)} - \bar{M}^{(i)} \right)$ is of size $T(L + 1) \times T(L + 1)$ in this case. Hence, (5.54) is a necessary condition. Conversely, using the result of (2) of Theorem 3, $\text{rank}(\Lambda^{(i)}) = \text{rank}(R_{H^{(i)}}) = T(L)$. So (3) of Theorem 3 is proven.
Appendix C

Proof of Theorem 4

Proof:

1) Note that $\mathbf{M} - \tilde{\mathbf{M}}$ is a diagonal matrix. Thus, to maximize rank of $\mathbf{M} - \tilde{\mathbf{M}}$, the necessary and sufficient condition is that all the diagonal elements are non-zero. Thus, to ensure $\text{rank} \left( \mathbf{M} - \tilde{\mathbf{M}} \right) = N_C T$, it is necessary and sufficient to have $c_p^{(k)} - \tilde{c}_p^{(k)} \neq 0, p = 1, \ldots, N_C, k = 1, \ldots, T$.

Recall $c_p^{(k)} = \left[ z_{CP-SC}^{(k)} \right]_{p,1}$ and $z_{CP-SC}^{(k)} = \mathbf{F}_{N_c} \mathbf{x}_{SC}^{(k)}$, where $p = 1, \ldots, N_C$ and $k = 1, \ldots T$.

Hence, the necessary and sufficient condition is

$$\left[ z_{CP-SC}^{(k)} - \tilde{z}_{CP-SC}^{(k)} \right]_{p,1} = \left[ \mathbf{F}_{N_c} \left( \mathbf{x}_{SC}^{(k)} - \tilde{\mathbf{x}}_{SC}^{(k)} \right) \right]_{p,1} \neq 0,$$

where $p = 1, \ldots, N_C$ and $k = 1, \ldots T$.

2) Note that the condition is that the rank of frequency domain matrix satisfies

$\text{rank} \left( \mathbf{M} - \tilde{\mathbf{M}} \right) = N_C T$. 

237
Using the same strategy in the derivation of (B.1) and (5.49), we get
\[
\text{rank}(\Lambda) = \text{rank}\left( (M - \tilde{M}) R_H (M - \tilde{M})^H \right) \\
= \text{rank}\left( R_H (M - \tilde{M})^H \right) \\
= \text{rank}(R_H)
\]  \hspace{1cm} (C.1)

where
\[
R_H = E \left\{ (I_T \otimes W) h [(I_T \otimes W) h]^H \right\} \\
= [I_T \otimes W] \Phi [I_T \otimes \{W\}^H],
\]  \hspace{1cm} (C.2)

where \( \Phi = E \left\{ h [h]^H \right\}, \ W = [w_1, \cdots, w_{N_C}]^T, \) and \( h = \left[ [h(1)]^T, \cdots, [h(T)]^T \right]^T. \)

Note that (B.1) and (5.49) have similar forms as (C.1) and (C.2). However, their matrix sizes are different. The frequency domain symbols in LDC-SCM are the results of size \( N_C \) Fourier transformation of source symbols, and thus the size of \( M \) must be \( N_C T \times N_C T \). Note that the size of frequency-time block \( M^{(i)} \) of LDC-OFDM is \( T N_{F(i)} \times T N_{F(i)} \), where \( N_{F(i)} \) is usually much less than \( N_C \).

Further, the product design criterion for CP-SCCB is that the minimum of products,
\[
\Delta = \prod_{k=1}^{T} \prod_{p=1}^{N_C} \left| c_p^{(k)} - \tilde{c}_p^{(k)} \right|^2 \\
= \prod_{k=1}^{T} \prod_{p=1}^{N_C} \left| F_{N_F SC}^{(k)} p,1 - F_{N_F SC}^{\tilde{(k)}} p,1 \right|^2,
\]
taken over distinct codewords must be maximized.

\[ \blacksquare \]
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Appendix D

Proofs of results related to error union bound

D.1 Outline of the proof of Lemma 1

When two complex source symbol sequences differ in positions \( \{q_1, ..., q_{K+1}\} \), the squared pairwise Euclidean distance is

\[
D_{a,b}^{(K+1)} = \sum_{u=1}^{K+1} \left( \Omega_{q_u,q_u} |e_{q_u}^{(a,b)}|^2 \right) + 2 \Re \left\{ \sum_{u=1}^{K+1} \sum_{u<v} \left[ \Omega_{q_u,q_v} [e_{q_u}^{(a,b)}]^* e_{q_v}^{(a,b)} \right] \right\} 
= D_{a,b}^{(K)} + \Omega_{q_{K+1},q_{K+1}} |e_{q_{K+1}}^{(a,b)}|^2 + 2 \Re \left\{ e_{q_{K+1}}^{(a,b)} \sum_{u=1}^{K} \left( \Omega_{q_u,q_{K+1}} [e_{q_u}^{(a,b)}]^* \right) \right\}.
\] (D.1)

There are two possible \( e_{q_{K+1}}^{(a,b)} \), either \( e_{q_{K+1}}^{(a,b)} = x_{K+1} + jy_{K+1} \) or \( e_{q_{K+1}}^{(a,b)} = -x_{K+1} - jy_{K+1} \). Note that if there is a pair of complex source symbols, \( s_{q_{K+1}}^{(a,b)} = \alpha_{q_{K+1}}^{(a)} + j\beta_{q_{K+1}}^{(a)} \) and \( s_{q_{K+1}}^{(b)} = \alpha_{q_{K+1}}^{(b)} + j\beta_{q_{K+1}}^{(b)} \), the differences \( e_{q_{K+1}}^{(a,b)} \) and \( e_{q_{K+1}}^{(b,a)} \) are

\[
e_{q_{K+1}}^{(a,b)} = (\alpha_{q_{K+1}}^{(a)} - \alpha_{q_{K+1}}^{(b)}) + j(\beta_{q_{K+1}}^{(a)} - \beta_{q_{K+1}}^{(b)}) \quad \text{and} \quad e_{q_{K+1}}^{(b,a)} = -(\alpha_{q_{K+1}}^{(a)} - \alpha_{q_{K+1}}^{(b)}) - j(\beta_{q_{K+1}}^{(a)} - \beta_{q_{K+1}}^{(b)}),
\]
respectively. By symmetry, the number of different sequences with \( e_{q_{K+1}}^{(a,b)} = x_{K+1} + jy_{K+1} \) is the same as the number of different sequences with \( e_{q_{K+1}}^{(a,b)} = -x_{K+1} - jy_{K+1} \). Denote this number as \( n_{K+1} \).
Let $\sum_{u=1}^{K} \left( \Omega_{q_u,q_{K+1}} \left[ \epsilon_{q_u}^{(a,b)} \right]^\ast \right) = x_{1\rightarrow K} + jy_{1\rightarrow K}$. Note that

\[
\tau_{K+1} \bigg|_{\epsilon_{q_{K+1}}^{(a,b)} = x_{K+1} + jy_{K+1}} = \left[ \epsilon_{q_{K+1}}^{(a,b)} \sum_{u=1}^{K} \left( \Omega_{q_u,q_{K+1}} \left[ \epsilon_{q_u}^{(a,b)} \right]^\ast \right) \right]_{\epsilon_{q_{K+1}}^{(a,b)} = x_{K+1} + jy_{K+1}} \]

\[
= (x_{K+1} + jy_{K+1})(x_{1\rightarrow K} + jy_{1\rightarrow K})
\]

\[
= x_{K+1}x_{1\rightarrow K} - y_{K+1}y_{1\rightarrow K} + j(x_{1\rightarrow K}y_{K+1} + x_{K+1}y_{1\rightarrow K})
\]

and

\[
\Delta_2 = \left[ \frac{\rho}{2} \operatorname{Re} \left\{ \epsilon_{q_{K+1}}^{(a,b)} \sum_{u=1}^{K} \left( \Omega_{q_u,q_{K+1}} \left[ \epsilon_{q_u}^{(a,b)} \right]^\ast \right) \right\} \right]_{\epsilon_{q_{K+1}}^{(a,b)} = x_{K+1} + jy_{K+1}}.
\]

Denote $\Delta_1 = \frac{\rho}{2} \left[ \mathcal{D}_{a,b}^{(K)} + \Omega_{q_{K+1},q_{K+1}} \left[ \epsilon_{q_{K+1}}^{(a,b)} \right]^2 \right]$ and

\[
\Delta_2 = \left[ \frac{\rho}{2} \operatorname{Re} \left\{ \epsilon_{q_{K+1}}^{(a,b)} \sum_{u=1}^{K} \left( \Omega_{q_u,q_{K+1}} \left[ \epsilon_{q_u}^{(a,b)} \right]^\ast \right) \right\} \right]_{\epsilon_{q_{K+1}}^{(a,b)} = x_{K+1} + jy_{K+1}}.
\]

Thus,

\[
\left[ \frac{2}{\rho} \mathcal{D}_{a,b}^{(K+1)} \right]_{\epsilon_{q_{K+1}}^{(a,b)} = x_{K+1} + jy_{K+1}} = \Delta_1 + \Delta_2 \quad \text{(D.2)}
\]

and

\[
\left[ \frac{2}{\rho} \mathcal{D}_{a,b}^{(K+1)} \right]_{\epsilon_{q_{K+1}}^{(a,b)} = -x_{K+1} - jy_{K+1}} = \Delta_1 - \Delta_2. \quad \text{(D.3)}
\]

The contribution to the error union bound from the $2n_{K+1}$ sequences with $\epsilon_{q_u}^{(a,b)} = \pm(x_{K+1} + jy_{K+1})$ at the position $q_{K+1}$ can be written as

\[
g = \frac{n_{K+1}}{NB} \left[ Q(\Delta_1 + \Delta_2) + Q(\Delta_1 - \Delta_2) \right]. \quad \text{(D.4)}
\]

Since this holds for any $\epsilon_{q_u}^{(a,b)}$, $q_u$, $1 \leq u \leq K$ and $K$, Lemma 1 holds.
D.2 Proof of Theorem 5

Proof: From Proposition 1, to minimize the union bound conditioned on \( H_U \), the optimality condition is \( \Omega_{p,q} = 0 \) for any \( 1 \leq p \neq q \leq Q \). We calculate the expectation of \( \Omega_{p,q} \) over \( H_U \). The suboptimal condition is to try to make \( E_{H_U} [\Omega_{p,q}] \) as small as possible, although it may not be zero.

Denote \( \psi^{(p,q)} = vec(A_p) [vec(A_q)]^H \), and \( [\psi^{(p,q)}]_{u,v}, u, v = 1, \ldots, TM \), is the \((u, v)\)-th element of \( \psi^{(p,q)} \). Note that, observing the structure of \( H_U \), we know that the number of rows of \( H_U \) is a multiple of \( T \). Denote \( [H_U]_{(u,v)} \), \( u = 1, ..., KT, v = 1, ..., TM \) as the \((u, v)\) element of \( H_U \), where \( K \) is a positive integer.

Now we calculate channel average \( \Omega_{p,q} \) as

\[
E_{H_U} \{\Omega_{p,q}\} = E_{H_U} \left\{ Tr \left( H_U vec(A_p) [vec(A_q)]^H [H_U]^H \right) \right\}
\]

\[
= E_{H_U} \left\{ \left[ Tr \left( H_U \psi^{(p,q)} [H_U]^H \right) \right] \right\} \tag{D.5}
\]

\[
= E_{H_U} \left\{ \left[ Tr \left( \sum_{r=1}^{KT} \sum_{u=1}^{TM} \sum_{v=1}^{TM} [H_U]_{r,v}^* [H_U]_{r,u} \psi^{(p,q)}_{u,v} \right) \right] \right\}
\]

\[
= \Lambda_{uu} + \Lambda_{uv},
\]

where

\[
\Lambda_{uu} = \sum_{r=1}^{KT} \sum_{u=1}^{TM} \left[ E_{[H_U]_{r,u}} \left\{ \left[ [H_U]_{r,u}^* [H_U]_{r,u} \right] \psi^{(p,q)}_{u,u} \right\} \right]
\]

and

\[
\Lambda_{uv} = \sum_{r=1}^{KT} \sum_{u=1}^{TM} \sum_{v \neq u} \left[ E_{[H_U]_{r,v}} \left\{ \left[ [H_U]_{r,v}^* [H_U]_{r,u} \right] \psi^{(p,q)}_{u,v} \right\} \right].
\]

Since the term \( \Lambda_{uu} \) with self-correlation or variance of subcarriers dominates the summation, \( \Lambda_{uu} \) dominates \( \Lambda_{uv} \). We try to make \( \Lambda_{uu} = 0 \). Assume the auto correlation of any channel element \( [H_U]_{r,u} \) are the same. Assume \( E_{[H_U]_{r,u}} \left\{ \left[ [H_U]_{r,u}^* [H_U]_{r,u} \right] \right\} = \sigma \) if \( E_{[H_U]_{r,u}} \left\{ \left[ [H_U]_{r,u}^* [H_U]_{r,u} \right] \right\} \neq 0 \), We expect \( \Lambda_{uu} = 0 \). Denote \( J = E_{H_U} \{ [H_U]^* H_U \} \),
and \([J]_{r,u}\) is the \((r,u)\) element of \(J\), then

\[
[J]_{r,u} = \begin{cases} 
\sigma, & \text{if } u = r \pmod{T} + mT; \\
0, & \text{if } u \neq r \pmod{T} + mT.
\end{cases}
\]

We obtain

\[
\Lambda_{uu} = \sum_{r=1}^{KT} \sum_{u=r \pmod{T} + mT} \sum_{m=1}^{M} [J]_{r,u} \left[ \psi^{(p,q)} \right]_{u,u} \\
= \sigma \sum_{r=1}^{KT} \sum_{u=r \pmod{T} + (m-1)T} \left[ \psi^{(p,q)} \right]_{u,u} \\
= K \left[ Tr \left( \psi^{(p,q)} \right) \right] = 0.
\]

Thus we have the condition for minimizing the part of the union bound \(P_U\) related to the auto-correlation of the parallel channels based on averaged channel realizations

\[
Tr \left[ vec(A_p) \left[ vec(A_q) \right]^H \right] = 0.
\]
Appendix E

Proof of Proposition 2

Proof:

1) Since

a. all-zero data source vectors are allowed for the first stage LDC encoding,

b. the first LDC encoding procedure enables full diversity in their 2-dimensions,

c. $N_X < N_Y = T$,

except for the all-zero first stage LDC codewords, each column of first stage LDC codewords of size $T \times N_X$ must have at least one non-zero element. Note that the source symbols of the corresponding $a$-th second LDC codeword consists of all $n_Y$-th $X$ dimension columns of $N_Y$ first LDC codewords, where $1 \leq n_Y \leq N_Y$. Thus the number of non-zero source symbols of each second LDC codeword is not less than $N_Y$ unless all-zero first stage LDC codewords are involved as source symbols for the second stage LDC encoding.

Using the condition that the first LDC encoding procedure enables full diversity in their 2-dimensions, the per dimension diversity orders of $Y$ and time
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dimensions satisfy
\[ r_{d(\text{Time})} = r_{d(Y)} = T = N_Y. \]

2) In this case, there is only one source symbol difference between a pair of 3-D codewords. Note that the whole DLD procedure can be considered as a single linear transformation, i.e., a multiplication between a matrix \( G_{STF} \) of size \( N_X N_Y T \times Q N_Y \) and a source symbol vector of size \( 1 \times Q N_Y \). Assume that the pair of source symbol vectors of size \( 1 \times Q N_Y \) with only one symbol difference are \( s_{STF} \) and \( \tilde{s}_{STF} \). The pairwise difference of two DLD codewords can be calculated by

\[
\Psi = G_{STF} s_{STF} - G_{STF} \tilde{s}_{STF}
= G_{STF} (s_{STF} - \tilde{s}_{STF})
= G_{STF} \theta_{sw}, \tag{E.1}
\]

where \( \theta_{sw} \) is the same as an all-zero vector except in the a single \( b \)-th position, where \( 1 \leq b \leq Q N_Y \). Since full symbol-wise diversity is determined by rank properties of difference of pairwise codewords, the rest of the discussion will only consider the coded STF block which is encoded using an all-zero source vector except a single non-zero source element, and the rank properties of this coded STF block is similar to the rank properties of the difference of a pair of STF blocks with only a single source element difference.

Without loss of generality, assume that all the source symbols for the \( N_Y \) first stage LDC codewords except the only non-zero element at the \( q \)-th position of source symbol vector \( s_{nY(NZ)} \) of size \( 1 \times Q \) for the \( n_{Y(NZ)} \)-th first stage LDC codeword are zero elements, where \( 1 \leq q \leq Q \) and \( 1 \leq n_{Y(NZ)} \leq N_Y \).

Note that
a. The case considered is either $N_X < N_Y = T$ or $N_X = T > N_Y$.

b. All the encoding matrices of the second stage LDCs are the same. The dispersion matrices of the second stage LDC is $A_q^{(2)}$, where $q = 1, ..., N_Y T$.

The LDC encoding matrices is denoted as

$$G_{LDC}^{(2)} = \begin{bmatrix} \text{vec}(A_1^{(2)}), & \ldots, & \text{vec}(A_{N_Y T}^{(2)}) \end{bmatrix},$$

(E.2)

which is also can be expressed as

$$G_{LDC}^{(2)} = \begin{bmatrix} J_{(1,1)} & \cdots & J_{(1,N_Y)} \\
\vdots & \ddots & \vdots \\
J_{(N_Y,1)} & \cdots & J_{(N_Y,N_Y)} \end{bmatrix},$$

(E.3)

where $J_{(a,b)}$ is defined in (8.3).

Denote the $n_X$-th time dimension vector of size $1 \times T$ in the $n_Y$-th $X$-time plane after the $i$-th stage LDC encoding as $s_{(n_Y)}^{(i,n_X)}$, where $i = 1, 2$.

Denote the coded symbol vector in the $n_X$-th $Y$-time plane after the $i$-th stage LDC encoding in the case that

i. $s_{(n_Y(NZ))}^{(i,n_X)}$ is with at least one non-zero entry,

ii. the vectors $s_{(n_Y(Z))}^{(i,n_X)}$ of size $1 \times T$, where $n_Y(Z) = 1, ..., N_Y$ and $n_Y(Z) \neq n_Y(NZ)$, are all-zero vectors,

as

$$S_{n_X}^{Y(i,n_Y(NZ))} = \begin{bmatrix} s_{(1)}^{(i,n_X)} \end{bmatrix}^T, \ldots, \begin{bmatrix} s_{(n_Y(NZ))}^{(i,n_X)} \end{bmatrix}^T, \ldots, \begin{bmatrix} s_{(N_Y)}^{(i,n_X)} \end{bmatrix}^T,$$

where $i = 1, 2$, and

$$S_{n_X}^{Y(2,n_Y(NZ))} = G_{LDC}^{(2)} S_{n_X}^{Y(1,n_Y(NZ))}.$$  

(E.4)
\( \mathcal{S}_{nX}^{(2, nY(NZ))} \) can be further derived as

\[
\mathcal{S}_{nX}^{(2, nY(NZ))} = G_{LDC}^{(2)} \mathcal{S}_{nX}^{(1, nY(NZ))}
\]

\[
= \begin{bmatrix}
J_{(1, nY(NZ))} s_{nX}^{(1, nY(NZ))} & \cdots & \cdots \\
J_{(g, nY(NZ))} s_{nX}^{(1, nY(NZ))} & \cdots & \cdots \\
J_{(N, nY(NZ))} s_{nX}^{(1, nY(NZ))}
\end{bmatrix}^T
\]

Thus,

\[
s_{nX}^{(2, nY(NZ))} = J_{(nY, nY(NZ))} s_{nX}^{(1, nY(NZ))},
\]

where \( nY = 1, \ldots, N_Y \) and \( 1 \leq nY(NZ) \leq N_Y \).

Denote the coded symbol vector in the \( nY \)-th \( X \)-time plane after the second stage LDC encoding in the case that

i. \( s_{nX}^{(1, nY(NZ))} \) is with at least one non-zero entry,

ii. the vectors \( s_{nX}^{(1, nY(Z))} \) of size \( 1 \times T \), where \( nY(Z) = 1, \ldots, N_Y \) and \( nY(Z) \neq nY(NZ) \), are all-zero vectors,

as

\[ K_{nY}^{X(2, nY(NZ))} = \begin{bmatrix}
s_{nX}^{(2, 1)} \\
\vdots \\
s_{nX}^{(2, N_X)}
\end{bmatrix}. \]

Using (E.6), \( \mathcal{S}_{nY}^{X(2, nY(NZ))} \) can be derived as

\[ K_{nY}^{X(2, nY(NZ))} = \begin{bmatrix}
s_{nX}^{(2, 1)} \\
\vdots \\
s_{nX}^{(2, N_X)}
\end{bmatrix}.
\]

According to (E.7), if both \( \begin{bmatrix}
s_{nX}^{(1, 1)} \\
\vdots \\
s_{nX}^{(1, N_X)}
\end{bmatrix} \) and \( J_{nY(nY(NZ))} \) are full rank, \( \begin{bmatrix}
s_{nX}^{(2, 1)} \\
\vdots \\
s_{nX}^{(2, N_X)}
\end{bmatrix} \) is full rank. Since the first stage LDC encoding procedure enables full symbol-wise diversity in its 2-dimensions, \( \begin{bmatrix}
s_{nX}^{(1, 1)} \\
\vdots \\
s_{nX}^{(1, N_X)}
\end{bmatrix} \) is guaranteed to be full rank. Thus, in both cases of \( N_X < N_Y = T \) and \( N_X = 246 \).
\[ T > N_Y, \text{rank}\left( \begin{bmatrix} s_{(1,1)}^{(1,yNZ)}, \ldots, s_{(1,N_X)}^{(1,yNZ)} \end{bmatrix} \right) = N_X \text{ holds.} \]

Since \( J_{(a,b)} \) is assumed to be full rank for \( a = 1, \ldots, N_Y \) and \( b = 1, \ldots, N_Y \), and 
\[ \text{rank}\left( \begin{bmatrix} s_{(2,1)}^{(2,yNZ)}, \ldots, s_{(2,N_X)}^{(2,yNZ)} \end{bmatrix} \right) = N_X \text{ holds. Hence,} \]

a. \( r_{sd(X)} = N_X \text{ holds for both cases of } N_X < N_Y = T \) and \( N_X = T > N_Y \),
b. \( r_{sd(Time)} = N_X \text{ holds for the case of } N_X = T > N_Y \).

Each \( X \) dimension column of the \( n_Y(yNZ) \)-th first stage LDC codewords of size \( T \times N_X \) must have at least one non-zero element, where \( 1 \leq n_{(yNZ)} \leq N_Y \).

Note that the source symbols for the corresponding \( n_X \)-th second stage LDC codeword consists of all \( n_Y \)-th time dimension columns of \( N_Y \) first stage LDC codewords, where \( 1 \leq n_X \leq N_X \) and \( n_Y = 1, \ldots, N_Y \). Further, due to the all-zero source elements used, all the \( N_X \) time dimension columns of the \( n_Y(yZ) \)-th first stage LDC codeword of size \( T \times N_X \) are zero columns, where \( n_{Y(yZ)} \neq n_Y(yNZ), 1 \leq n_{Y(yZ)} \leq N_Y \). Thus the number of non-zero source symbols of each second LDC codeword, \( N_{NZ} \), is in the range of \( 1 \leq N_{NZ} \leq K \) for the \( n_Y(yNZ) \)-th first stage LDC codeword, unless all-zero first stage LDC codewords are involved as source symbols for the second stage LDC encoding. Note that the second stage LDC encoding procedure enables full \( K \)-symbol-wise diversity in its 2-dimensions, where \( K \) is the maximum number of non-zero symbols of all the \( n_X \)-th time dimensions after the first stage LDC encoding procedure, where \( n_X = 1, \ldots, N_X \). Thus,

a. \( r_{sd(Y)} = N_Y \text{ holds for both cases of } N_X < N_Y = T \) and \( N_X = T > N_Y \),
b. \( r_{sd(Time)} = T \text{ holds for the case of } N_X < N_Y = T \).

Finally, the conclusion is that in the cases of both \( N_X < N_Y = T \) and \( N_X = T > \)
$N_Y$, the STF block, constructed using DLD procedure, achieves full symbol-wise diversity order.
Appendix F

Proof of theorem and lemma related to ST-CILDC

F.1 Proof of Theorem 6

Proof:

1) This is a straightforward result of the previous discussion in Section 6.4.

2) The number of all possible directional pairs of \( M \) and \( \tilde{M} \) in \( \Upsilon^{(1)} \) and \( \Upsilon^{(2)} \) are the same value \( N_1 = 2N_a \binom{N_a}{2} \). The number of all possible directional pairs of \( M \) and \( \tilde{M} \) in \( \Upsilon^{(3)} \) is \( N_2 = 4 \left( \binom{N_a}{2} \right) \left( \binom{N_a}{2} \right) \).

The number of all possible pairs of \( M \) and \( \tilde{M} \) is \( 2N_1 + N_2 \).
Providing that all different directional pairs of $M$ and $\tilde{M}$ are equally probable, the probability of $\Upsilon^{(3)}$ is given by

$$\alpha = \frac{\begin{pmatrix} N_a \\ 2 \end{pmatrix} \begin{pmatrix} N_a \\ 2 \end{pmatrix} \begin{pmatrix} N_a \\ 2 \end{pmatrix} + N_a \begin{pmatrix} N_a \\ 2 \end{pmatrix}}{\begin{pmatrix} N_a \\ 2 \end{pmatrix} \begin{pmatrix} N_a \\ 2 \end{pmatrix}}.$$ 

Note that $R_H$ is of full rank. Thus,

$$\text{rank} \left( \Lambda, \left\{ (M, \tilde{M}) \right\} \in \Upsilon^{(3)} \right) = \text{rank} (\Psi_3) \leq r_1^{(1)} + r_2^{(2)}.$$ 

\section*{F.2 Proof of Theorem 7}

\textit{Proof:} $q_i(x)$, where $i = 1, \ldots, L$, can be derived as

$$q_i(x) = -\frac{\partial (\log p_i(x))}{\partial (\log x)} = -\frac{x}{p_i(x)} \frac{\partial (p_i(x))}{\partial x},$$

Thus, $\frac{\partial (p_i(x))}{\partial x} = -\frac{p_i(x)q_i(x)}{x}$.

$w(x)$ can be derived as

$$w(x) = -\frac{\partial \left( \log \left( \sum_{i=1}^{L} p_i(x) \right) \right)}{\partial \left( \log x \right)} = -\frac{x}{\sum_{i=1}^{L} p_i(x)} \sum_{i=1}^{L} \frac{\partial (p_i(x))}{\partial x} = -\frac{x}{\sum_{i=1}^{L} p_i(x)} \sum_{k=1}^{L} \left( \frac{p_k(x)q_k(x)}{x} \right).$$
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Now we derive

\[ \tau_1(x) = w(x) - q_1(x) \]

\[ = \left( \frac{L}{\sum_{i=1}^L p_i(x)} \sum_{k=1}^L \left( \frac{p_k(x)q_k(x)}{x} \right) \right) - q_1(x) \]

\[ = \frac{\sum_{k=2}^L (p_k(x)(q_k(x) - q_1(x)))}{\sum_{i=1}^L p_i(x)}. \]

Note that \( p_i(x) > 0 \), where \( i = 1, \ldots, L \), and \( 0 < q_1(x) \leq \ldots \leq q_L(x) < +\infty \).

1) If \( q_1(x) \neq q_L(x) \), \( \tau_1(x) = w(x) - q_1(x) > 0 \), and thus \( w(x) > q_1(x) \).

2) If \( q_1(x) = q_L(x) \), \( \tau_1(x) = w(x) - q_1(x) = 0 \), and thus \( w(x) = q_1(x) \).

Similarly, we may also derive \( \tau_L(x) = w(x) - q_L(x) \).

1) If \( q_1(x) \neq q_L(x) \), \( \tau_1(x) = w(x) - q_L(x) < 0 \), and thus \( w(x) < q_L(x) \).

2) If \( q_1(x) = q_L(x) \), \( \tau_1(x) = w(x) - q_1(x) = 0 \), and thus \( w(x) = q_L(x) \).

Hence,

1) If \( q_1(x) \neq q_L(x) \),

\[ q_1(x) < w(x) < q_L(x). \] (F.1)

2) If \( q_1(x) = q_L(x) \), \( q_1(x) = w(x) = q_L(x) \).

It is the time to determine the closeness of \( w(x) \) to \( q_1(x) \) and \( q_2(x) \) in the case of
\( q_1(x) \neq q_2(x) \). The closeness between \( q_1(x) \) and \( w(x) \) is quantified by

\[
\left| \frac{\tau_1(x)}{q_1(x)} \right| = \left| \frac{w(x) - q_1(x)}{q_1(x)} \right| = \left| \sum_{k=2}^{L} \left( p_k(x) (q_k(x) - q_1(x)) \right) \right| \left( q_1(x) \left( \sum_{i=1}^{L} p_i(x) \right) \right) = \sum_{k=2}^{L} \left( \frac{1 - q_k(x)}{q_1(x)} \frac{L}{p_k(x) \sum_{i=1}^{L} p_i(x)} \right) \right|.
\]

(F.2)

Similarly, the closeness between \( q_L(x) \) and \( w(x) \) is quantified by

\[
\left| \frac{\tau_L(x)}{q_L(x)} \right| = \left| \frac{w(x) - q_L(x)}{q_L(x)} \right| = \left| \sum_{k=1}^{L-1} \left( \frac{1 - q_k(x)}{q_L(x)} \frac{L}{p_k(x) \sum_{i=1}^{L} p_i(x)} \right) \right|.
\]

Now, we can examine the closeness between \( q_1(x) \) and \( w(x) \) in the case of \( x \to +\infty \).

Note that \( \lim_{x \to +\infty} \left( \frac{p_k(x)}{p_1(x)} \right) = 0 \), thus \( \lim_{x \to +\infty} \left( \frac{p_1(x)}{p_k(x)} \right) = +\infty \), where \( k = 2, \ldots, L \). We obtain

\[
\lim_{x \to +\infty} \left( \frac{1}{p_k(x)} \sum_{i=1}^{L} p_i(x) \right) = 1 + \lim_{x \to +\infty} \left( \frac{1}{p_k(x)} \sum_{i=2, i \neq k}^{L} p_i(x) \right) + \lim_{x \to +\infty} \left( \frac{p_1(x)}{p_k(x)} \right) = +\infty,
\]

where \( k = 2, \ldots, L \). Also note that \( \exists k, 1 < \lim_{x \to +\infty} \frac{q_k(x)}{q_1(x)} < +\infty \), where \( k = 2, \ldots, L \). Hence,

\[
\lim_{x \to +\infty} \left| \frac{w(x) - q_1(x)}{q_1(x)} \right| = \lim_{x \to +\infty} \left| \sum_{k=2}^{L} \left( \frac{1 - q_k(x)}{q_1(x)} \frac{L}{p_k(x) \sum_{i=1}^{L} p_i(x)} \right) \right| = 0.
\]
Appendix G

A construction of rate-one joint full frequency-time diversity LDC-OFDM

In this section, a joint full frequency-time diversity OFDM design is proposed as the following proposition,

**Proposition 3** The frequency selective channel order is \( L \). Consider a vector with \( Q = N_F T \) source symbols of QAM (or PAM, or BPSK, or QPSK) constellation, where \( N_F \geq L + 1 \). Assume that the frequency-time LDC codeword is of size \( T \times N_F \), where time dimension is of size \( T \), frequency dimension is of size \( N_F \). Assume that there exists a LCP (either LCP-A or LCP-B) encoding matrix \( \Theta \) of size \( Q \times Q \),

\[
\Theta = \begin{bmatrix}
1 & \alpha_1 & \cdots & \alpha_1^{Q-1} \\
1 & \alpha_2 & \cdots & \alpha_1^{Q-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \alpha_Q & \cdots & \alpha_1^{Q-1}
\end{bmatrix},
\]

where \( \alpha_q, q = 1, \ldots, Q, \) is defined in [72, 126]. Define LDC encoding matrix as \( G_{LDC} = \Theta \). Then this FT-LDC design achieves full joint frequency-time diversity under arbitrary frequency-time correlation. The maximal achievable diversity order
is $T(L+1)$.

Proof:

Denote the set with all the possible symbol vectors of QAM (or PAM, or BPSK, or QPSK) constellation as $\mathcal{C}$.

Denote

$$\Theta = [\theta_T^1, ..., \theta_T^Q]^T,$$

where $\theta_q$ is the $q$-th row of $\Theta$.

Since LCP encoding matrix $\Theta$ is able to support that

$$[G_{LDC}(s - \tilde{s})]_{q,1} \neq 0,$$

where $q = 1, ..., Q$, $(s - \tilde{s}) \neq 0$, $\{s, \tilde{s}\} \in \mathcal{C}$

Thus, for any $(s - \tilde{s}) \neq 0$, $\{s, \tilde{s}\} \in \mathcal{C}$, the following holds

$$[G_{LDC}(s - \tilde{s})]_{q,1} \neq 0$$

for any $q = 1, ..., Q$.

According to Theorem 3, this LDC-OFDM achieves full joint frequency-time diversity under arbitrary frequency-time correlation. If the joint frequency-time channel is full rank, this LDC-OFDM achieves diversity order $T(L+1)$.