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Abstract

This thesis addresses the problem of quickest detection of an abrupt change in a random sequence and its application to adaptive identification of fading channels. This investigation is motivated by a wide variety of applications of quickest change-detection and the practical application of adaptive fading-channel identification to mobile communications. A new procedure, referred to as the minimum asymptotic risk (MAR) procedure, is proposed. It is shown that the MAR procedure converges almost surely to a theoretically optimum procedure under certain asymptotic conditions. It is also shown by using extensive simulations that the MAR procedure outperforms existing procedures in non-asymptotic situations, where a modified version of Shiryaev's criterion is used. False alarm probability bounds of change-detection procedures are derived. The MAR procedure is also extended to address change detection with unknown parameters, as well as nonstationary observations. Included is a proof of the optimality of the sequential probability ratio test for nonstationary observations using Bayesian analysis, as well as several useful properties of its optimum time-varying thresholds.

The quickest change-detection is then applied to adaptive identification of fading channels. An algorithm combining decision feedback and adaptive linear prediction (DFALP) is first proposed to adaptively track the phase and amplitude of fading channels. It is shown by both extensive simulations and theoretical studies that the DFALP algorithm with coherent phase shift keying (PSK) outperforms its differential PSK counterpart and an existing fading channel tracker. For fading channels experiencing abrupt changes of channel statistics, a change detector is used to monitor the nonstationarity of the channel statistics, including the vehicle speed. Improved bit-error-rate performance is achieved by incorporating the change detector with the DFALP channel tracker for nonstationary fading channels.
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Chapter 1

INTRODUCTION

In this chapter, the general background of signal change detection is addressed, together with a brief introduction of its applications to communications and other fields. The organization of the thesis is presented. The major contributions of this thesis are summarized.

1.1 Overview

Binary and M-ary signal detection problems have been studied since the 1930s [38, 63, 97, 117, 119]. The signal detection techniques used either fixed sample size (FSS) tests [63, 97, 117], or sequential procedures [119, 38]. The FSS tests are usually designed according to different criteria: Bayesian, Minimax, and Neyman-Pearson [97]. For certain problems, non-parametric and robust detection techniques have been developed [47, 56]. A well-known sequential procedure for solving the binary hypothesis testing problems is the sequential probability ratio test (SPRT) [38, 119].

Another important statistical signal detection problem, which differs from classical binary and M-ary hypothesis testing, is to quickly detect a change in a random sequence. It is assumed that the distributions before and after the change are (at least partially) known, while the change-time is unknown. The objective is to detect the change and
raise an alarm as soon as a change has occurred, subject to a false alarm constraint.

This problem has a variety of applications. A short list is as follows.

- Monitoring communication channels [90, 100].

- Radar signal detection [36, 48].

- Digital signal processing [8, 9].

- On-line image processing [6, 16, 18].

- Speech processing [4, 35].

- Adaptive parameter estimation and system identification [12, 75, 93].

- Failure detection [118, 128].

- Industrial, chemical and mechanical engineering [41, 42, 50, 102].

This problem was first studied in quality control applications [29, 109] in the 1930s. Since then there have been many well-documented studies of the change-detection problem, some of which are surveyed in [9, 42, 111]. However, there are still many open problems in this area. This thesis is intended to solve certain key open problems and to apply the results to adaptive identification of fading channels encountered in mobile communications.

A number of change-detection algorithms have been proposed. Among those, three procedures have attracted much attention. The first one is a moving-window fixed sample size (FSS) procedure [92]. The well-known X-chart is a special case of the FSS approach for detecting shift of mean in the Gaussian distribution. The second procedure due to Page [89] is a repeated sequential probability ratio test (SPRT) with the lower decision threshold set to 1, and the upper threshold greater than 1, which is known as CUSUM. The third procedure, first proposed by Girshick and Rubin [39] in 1952 and later independently proposed by Shiriyayev [110, 111], is based on an a priori distribution.
of the unknown random change-time. We refer to the third procedure as the GRS procedure.

Different criteria have been used by researchers. As a summary, we list three criteria used frequently in published literature. The first one, formalized by Shiryayev [110, 111], is to minimize the expected delay subject to a given probability of false alarm, i.e., raising an alarm before the actual change-time, where the unknown change-time is assumed to be a random variable. We refer to this criterion as Shiryayev's criterion. The second criterion, widely used in quality control engineering [102], is to minimize the expected delay subject to a given false alarm average run length (ARL), i.e., the average run length under the condition that no change ever occurs, where the change-time is assumed to be an unknown non-random parameter. This criterion is referred to as the QC criterion in this thesis. The third criterion, first proposed by Lorden [77] and very popular among theoretical statisticians, is a minimax criterion, which minimizes an upper bound of expected delay among all change-times subject to a given false alarm average run length under the condition that no change ever occurs. This last criterion is referred to as Lorden's criterion.

It is interesting that the above three criteria differ from one another, and performance results depend upon the choice of criterion. It is noted that the false alarm probability constraint in Shiryayev's criterion is meaningful only if the change-time is finite. This property may restrict its applications in certain situations. For example, in search radar it is possible that a target may never appear in a given area, i.e., that the change-time may be infinite. In this case, the false alarm probability constraint is not well defined since it will be always equal to one for almost all existing procedures. A similar situation occurs in failure detection [128] or in quality control engineering [42]. On the other hand, both the Lorden and QC criteria do not consider the false alarm probability at all, and appear unreasonable for a number of important applications. For example, in speech segmentation [35], it is clear that a change in statistics across phonemes will occur after
a finite number of samples with probability one. In edge detection in digital images [6],
the change-time is bounded by a finite number of pixels. In mobile communications in
a fading environment, power drops and recoveries (deep fades) will occur almost surely
if the vehicle is moving. In these cases, repeated change detections over moderate-size
sequences are of interest. Therefore, in situations where it is of interest to quickly detect
changes that are known to occur after a finite number of samples, Shirayev's criterion
may be preferred.

Using the Shirayev criterion, it has been shown that the GRS procedure is opti-
mal if the unknown random change-time is distributed geometrically. For non-geometric
change-time distributions, the relative performance of existing procedures appears un-
known thus far in terms of the Shirayev criterion. Using the QC criterion, extensive
simulations have been conducted to compare the performance of existing procedures,
including the GRS, CUSUM and FSS procedures [102, 31, 41, 42]. It is found that none
of these procedures are optimal, and one procedure may outperform others in certain
situations and may be worse in other cases. Using Lorden's minimax criterion, it has
been shown that the CUSUM procedure is optimal both asymptotically and nonasym-
totically [77, 85, 101].

Modified versions of the well-known CUSUM and the FSS procedures have been
considered by some researchers [17, 51, 52, 88, 92]. A number of upper and lower
bounds of the CUSUM procedure were derived in [19].

Interesting applications of change-detection in communications have been reported
in [90, 100]. In this thesis we will apply change-detection techniques to adaptive fading-
channel identification, an important problem encountered in mobile communications.
There exist a number of algorithms to extract channel information for reliable digital
transmission over fading channels. A very practical and efficient approach appears to
be Irvine and McLane's symbol aided plus decision-directed (SADD) algorithm [57, 58],
which is an important extension of the symbol aided tracker proposed by Mohar and
The SADD algorithm tracks the fading channel gain using linear interpolation of the channel estimates derived from training symbols. A decision directed approach is then used by the SADD to improve the initial channel estimates. Using trellis coded modulation (TCM), interleaving and soft Viterbi decoding, the SADD with coherent phase shift keying (CPSK) has achieved 3 dB gain over its differential PSK (DPSK) counterpart [57]. However, this gain cannot be always achieved if no coding and interleaving are used. In addition, the large delay of the SADD is a problem in a number of applications. Other channel tracking algorithms include the conventional adaptive equalizer, phase lock loop, and Kalman filtering. The adaptive equalizer and phase lock loop suffer slow convergence and false-lock, and cannot track with acceptable performance satellite channels and typical cellular telephone channels involving fast moving vehicles. The difficulties of the Kalman filtering approach include its complexity, instability, and poor adaptability to varying channel statistics (such as vehicle speed).

In addition, the above tracking algorithms assume stationarity of channel statistics, which depend on physical parameters such as vehicle speed. This assumption is not realistic in most applications. It is therefore necessary to study the fading channel tracking problem while considering the nonstationarity of channel statistics.

1.2 Organization of the Thesis

This thesis is organized as follows.

- In Chapter 1, general background concerning signal change detection and fading channel identification is provided. The organization of the thesis is then presented. Following this, the major contributions of the thesis are summarized.

- In Chapter 2, a formal statement of the problem of change detection is presented. The history and development of the research on this problem and its applications
are surveyed. Three criteria for measuring performance of change detection procedures are introduced and compared. The properties of three existing well-known procedures, Page's CUSUM, the Girshick-Rubin-Shiryayev (GRS) procedure, and a moving-window fixed sample size (FSS) procedure, are briefly discussed. The key open problems are summarized. A number of applications of change-detection techniques are presented, including an application to adaptive error-control for time-varying channels.

- In Chapter 3, a new procedure for quickest change detection is introduced, which minimizes an asymptotic Bayes risk function and is referred to as the minimum asymptotic risk (MAR) procedure. The MAR procedure has low computational complexity and does not require any prior knowledge of the unknown change time. It is shown that the MAR procedure approaches almost surely an optimum procedure under certain asymptotic conditions. The non-asymptotic properties of the MAR procedure are studied via extensive simulations. It is shown that the new MAR procedure outperforms both Page's CUSUM and an optimized FSS procedure. Simulation results also reveal that MAR performs favorably compared with GRS in most cases, if the actual unknown change-time is not geometrically distributed. The simulation results also lead to several practical observations concerning choosing the design parameters of the MAR procedure. The false alarm probability bounds of change detection procedures are studied in the final section of the chapter.

- In Chapter 4, the change detection procedures are generalized to problems with non-i.i.d observations and situations where the distributions contain unknown parameters. For non-i.i.d. observations, an approximated MAR procedure and a modified CUSUM procedure are proposed. The SPRT for non-i.i.d. observations is investigated since it has application to the change detection problem for non-i.i.d. observations. For change detection with unknown distribution parameters, two
multiple-hypothesis (MH) approaches and a moving-window maximum-likelihood-estimation (MLE) approach are combined with the MAR procedure derived in this thesis, which are referred to as MH MAR, AMH MAR, and MLE MAR procedures, respectively. The performance of the new procedures are compared along with an existing moving window maximum-likelihood-ratio (MLR) procedure.

- In Chapter 5, general background of communications over fading channels is presented. An optimum signal detection rule for fading channels proposed by Lodge and Moher [76] is studied. It is shown that the optimum rule for constant envelope modulation over fading channels is approximately equivalent to a coherent detector combined with a minimum mean square error (MMSE) channel estimator. This result provides a motivation to finding a good fading channel estimator.

- In Chapter 6, the important problem of adaptive identification of nonstationary fading channels is addressed. Using decision feedback and adaptive linear prediction, a new algorithm (DFALP) is proposed to adaptively track the phase and amplitude of fading channels. Combined with coherent phase shift keying (CPSK) modulation/demodulation, the new algorithm is shown to outperform Irvine-McLane's symbol-aided plus decision-directed (SADD) algorithm and conventional differential PSK (DPSK). The performance of the DFALP algorithm is also studied analytically. When the fading channel experiences change of its statistics, such as vehicle speed, it is demonstrated that the change detection techniques described in Chapter 3 can be applied to adjust the parameters of the DFALP algorithm to improve its performance.

1.3 Summary of Contributions

The major contributions of the thesis may be categorized into two classes: (i) theoretical contributions to change detection; and (ii) practical contributions to adaptive
identification of fading channels.

1.3.1 Contributions to Change Detection

1. Proposed a new procedure (MAR procedure) for change detection.

2. Proved the asymptotic convergence of the MAR procedure to a theoretically optimum procedure.

3. Demonstrated the nonasymptotic superiority of the MAR procedure over existing procedures using simulations.

4. Computed false alarm bounds of existing change detection procedures.

5. Proved optimality of the sequential probability ratio test for nonstationary observations (NSPRT) using Bayesian analysis. Derived the properties of optimum thresholds for the NSPRT.

6. Extended the MAR procedure to address change detection with unknown distribution parameters and non-i.i.d. observations.

1.3.2 Contributions to Adaptive Identification of Fading Channels

1. Proposed a new algorithm (DFALP algorithm) to adaptively track the phase and amplitude of fading channels.

2. Demonstrated the superiority of the DFALP algorithm over the SADD algorithm and DPSK.

3. Studied the problem of choosing design parameters of the DFALP algorithm.

4. Studied the performance of the DFALP algorithm analytically.
5. Applied change detection techniques to monitoring changes of fading channel statistics, particularly the vehicle speed. The performance of the DFALP algorithm is improved by adjusting its parameters according to changes in channel statistics.
Chapter 2

CHANGE DETECTION PROCEDURES
AND THEIR APPLICATIONS

In this chapter, a formal statement of the problem of quickest change detection is presented. Existing procedures are surveyed. Three criteria for measuring performance of change detection procedures are introduced and compared to each other. Properties of three existing well-known procedures are briefly discussed. The key open problems are summarized. Finally a number of applications are discussed with a detailed discussion of an application to adaptive error control over time-varying channels.

2.1 Problem Statement and Criteria

2.1.1 Problem Statement

Suppose \( \{ X_i | i = 1, 2, \ldots \} \) are independent random variables observed sequentially and there exists some positive, non-random integer \( m \) such that the distribution function of \( X_i \) is \( F_0(x_i) \) with density \( f_0(x_i) \) for \( i = 1, \ldots, m - 1 \), and \( F_1(x_i) \) for \( i = m, m + 1, \ldots \) with density \( f_1(x_i) \), where \( F_0 \) and \( F_1 \) are known but \( m \) is unknown. Our objective is to stop and raise alarm after \( m \) occurs, as quickly as possible, subject to a given false alarm constraint.
Let $N = n$ denote a stopping time. For convenience let $X_i^n \triangleq (X_i, X_{i+1}, \ldots, X_n)^t$ and $x_i^n \triangleq (x_i, x_{i+1}, \ldots, x_n)^t$ for $i \leq n$. When $i > n$, $X_i^n$ or $x_i^n$ means no observations have been taken. Let $dx_i^n \triangleq dx_i dx_{i+1} \ldots dx_n$ for $i \leq n$. For any positive, non-random integer $m$, we define joint distributions $P_m$ as

$$P_m \{X_i^n \leq x_i^n\} = \begin{cases} \int_{-\infty}^n f_0(x_i)f_0(x_{i+1}) \ldots f_0(x_n)dx_i^n & \text{if } n < m \\ \int_{-\infty}^n f_0(x_i)f_0(x_{m-1})f_1(x_m) \ldots f_1(x_n)dx_i^n & \text{if } i < m \leq n \\ \int_{-\infty}^m f_1(x_i)f_1(x_{i+1}) \ldots f_1(x_n)dx_i^n & \text{if } m \leq i \leq n \end{cases} \quad (2.1.1)$$

and expectation $E_m$ under $P_m$. Technically, the situation where no change ever occurs is $P_{\infty}$. Often in the literature, the alternative notation $P_0 \triangleq P_{\infty}$ and $E_0$ are used. Let $H_m$ denote the hypothesis that $P_m$ is true. Let $a_m$ denote the event that one accepts $H_m$. Define the likelihood ratio of the $i$th sample,

$$l_i \triangleq \frac{f_1(x_i)}{f_0(x_i)} \quad (2.1.2)$$

and the product form

$$S_k^n \triangleq \begin{cases} \prod_{i=k}^n l_i & \text{if } n \geq k \\ 1 & \text{if } n < k. \end{cases} \quad (2.1.3)$$

For any stopping time $N = n$, define

$$\Theta_n \triangleq \{X_n \sim f_1\} \quad \Theta_n \triangleq \{X_n \sim f_0\}. \quad (2.1.4)$$

This definition of $\Theta_n$ implies a correct detection, i.e., that one stops at or after the real change-time $m$ ($n \geq m$), $\Theta_n$ implies a false alarm, i.e., that one stops before $m$ ($n < m$). Let

$$\pi \triangleq P(\Theta_N) \quad (2.1.5)$$

represent the probability that $\Theta_N$ is true for a stopping rule $N$, where $0 < \pi < 1$. We remark that $\pi$ is the correct detection probability, i.e., the overall probability that a change detection procedure terminates at or after the change-time $m$, and

$$\alpha \triangleq 1 - \pi \quad (2.1.6)$$
is the overall false alarm probability. It should be noted that \( \pi \) and \( \alpha \) depend on the decision rule and the unknown, non-random change time \( m \).

Given a random sequence \( \{X_1, X_2, \ldots, X_n, \ldots\} \), a stopping variable \( N \) is a positive integer-valued random variable defined by some stopping rule \( \delta(n) \) with

\[
P\{N = n\} = \psi_n
\]  

(2.1.7)

where

\[
\sum_{n=1}^{\infty} \psi_n = 1.
\]  

(2.1.8)

A stopping rule \( \delta(n) \) is

\[
\delta(n) \begin{cases} 
\in (0, 1) & \text{if } X^n_1 = x^n_1 \in D_n \\
0 & \text{if } X^n_1 = x^n_1 \in D_n^c
\end{cases}
\]  

(2.1.9)

where \( D_n \) is a decision region, \( D_n^c = R^n - D_n \), and \( n = 1, 2, \ldots \). For a non-randomized stopping rule

\[
\delta(n) \begin{cases} 
1 & \text{if } X^n_1 = x^n_1 \in D_n \\
0 & \text{if } X^n_1 = x^n_1 \in D_n^c
\end{cases}
\]  

(2.1.10)

Notice that

\[
\psi_n = P(N = n) = P(X^n_1 \in D_n)\delta(n).
\]  

(2.1.11)

Therefore we sometimes use \( \psi_n \) to represent a stopping rule, or simply call a stopping rule \( N \).

If the stopping time \( N = n \) is only a function of \( X^n_1 \) for all \( n = 1, 2, \ldots \), then the stopping variable \( N \) and the stopping rule \( \delta(N) \) are said to be Markovian or causal.

If the stopping time \( N = n \) is not only a function of \( X^n_1 \) for some \( n = 1, 2, \ldots \), then the stopping variable \( N \) and the stopping rule \( \delta(N) \) are said to be non-Markovian or non-causal. Alternatively, a causal stopping time \( N = n \) is determined by \( X^n_1 \), while a non-causal stopping time \( N = n \) is determined by both \( X^n_1 \) and some \( X_k \), where \( k > n \) and possibly \( k = +\infty \). In other words, a non-causal stopping rule depends on the future, while a causal stopping rule does not depend on the future. Most real-time detection
problems require a causal stopping rule, while in some off-line signal processing problems the future information may be utilized.

2.1.2 Three Existing Criteria

To compare the performance of procedures, Page [89] defined the average run length (ARL), i.e., that

\[ N_d \triangleq E\{N|N \geq m\} = E\{N|\Theta_N\}, \]  \hfill (2.1.12)

which is the detection ARL, and

\[ N_{fm} \triangleq E\{N|N < m\} = E\{N|\overline{\Theta}_N\}, \]  \hfill (2.1.13)

which is the false alarm ARL. The expected delay for any given change-time \( m \) is then

\[ D_m \triangleq N_d - m + 1 = E\{N - m + 1|\Theta_N\}. \]  \hfill (2.1.14)

The definition of \( D_m \) was first given by Moustakides [85].

We now present three existing criteria for performance comparison.

- **Shirayev Criterion:** To prove the optimality of the GRS procedure, the change time is assumed to be a random integer, which we denote by \( M \). A realization of the unknown random change time \( M \) is \( M = m \), where \( m \) is an unknown non-random change time. For a random change time \( M \), Shirayev ([111], Eqs.(4.130)(4.131), p.198) introduced a criterion which minimizes the average delay

\[ D_M = E\{N - M + 1|N \geq M\} \]  \hfill (2.1.15)

subject to a given false alarm probability

\[ \alpha = P(N < M) \leq \gamma, \]  \hfill (2.1.16)

where \( \gamma \) is a given constant. The above criterion is referred to as the Shirayev criterion.
A slightly different criterion can be obtained if the above optimality is conditioned by $M = m$ for any $m > 0$. In this case one can simply substitute $m$ for $M$ into the above criterion. It should be noted that if $m$ instead of $M$ is used, the Shirayev optimality is stronger since the optimality conditioned by $M = m$ implies the optimality for $M$, and the converse is not true. The Shirayev criterion minimizes the expected delay subject to a given false alarm probability. It should be noted that the false alarm ARL $N_{fm}$ is not considered in the Shirayev criterion.

- **Lorden Criterion**: Lorden's [77] criterion is a minimax criterion, which minimizes

$$
\max_{m \geq 1} D_m \tag{2.1.17}
$$

subject to

$$
N_{fm}|_{m=\infty} = N_{f\infty} \geq t. \tag{2.1.18}
$$

Lorden's criterion minimizes an upper bound of the expected delay subject to a given false alarm ARL when no change ever occurs. It is noted that the false alarm probability $\alpha = P(N < m)$ is not considered in this criterion.

- **QC Criterion**: The QC (quality control) criterion used by Roberts [102] minimizes

$$
D_m \tag{2.1.19}
$$

subject to

$$
N_{fm}|_{m=\infty} = N_{f\infty} \geq t. \tag{2.1.20}
$$

The QC criterion minimizes an actual value of the expected delay subject to a given false alarm ARL when no change ever occurs. Different from Lorden's criterion, the QC criterion is not a minimax criterion. It should be noted that the QC criterion does not consider the false alarm probability $\alpha = P(N < m)$, and differs from the Shirayev criterion.
The advantages of each criterion presented above are now briefly discussed.

First, both the Lorden and QC criteria do not consider the overall false alarm probability \( \alpha \). For a finite change-time \( m \), it appears unreasonable to ignore \( \alpha \). This observation is motivated by the fact that a large false alarm ARL \( N_{f\infty} \) alone cannot guarantee a small overall false alarm probability \( \alpha \) for an actual finite change-time \( m \). In a number of applications, such as speech processing, edge detection in digital images, and monitoring mobile communication channels in a congested urban environment, a change will certainly occur in a finite number of observations and the false alarm probability is an important index for measuring the performance of procedures.

Second, Lorden’s criterion is a minimax criterion. A minimax procedure may not necessarily minimize the actual value of the expected delay for a given \( N_{f\infty} \) and an actual change-time \( m \), and therefore may be conservative. This was first pointed out by Moustakides [85].

Third, the Shiryaev criterion may not be well-defined if \( m = \infty \), i.e. no change ever occurs. In this case, \( \alpha = 1 \) for almost any procedure imaginable; for example, it is easily shown that this is true for the CUSUM, GRS, and the FSS procedures if the decision threshold is finite (see section 3.6 of this thesis).

Based on the above observations, it appears unreasonable to accept one criterion (e.g. Lorden’s minimax criterion) exclusively and reject others. It may instead be worth studying procedures under different criteria and choosing suitable results according to different applications.

Considering the disadvantages of the existing criteria, we will introduce a criterion which concerns both the false alarm probability and false alarm average run length. This criterion will be presented in Section 3.1.

In addition to the above three frequently used criteria, a less known criterion proposed by Bojdecki [20] is worth mentioning. This criterion maximizes the probability that one stops within a neighborhood of the real change-time, and is referred to as the probability
maximization criterion (PM criterion). Formally, the PM criterion maximizes

$$P\{|N - M| \leq w\}$$  \hspace{1cm} (2.1.21)

where \(N\) is the stopping time, \(M\) is the possibly random unknown change-time, and \(w\) is a given positive integer. This problem appears nontrivial and will not be studied in this thesis.

Using a general cost function, Pelkowitz [91] studied the change-detection problem and treated the above criteria as special cases of the cost function introduced in [91]. However, practical solutions are not available for this general framework.

## 2.2 Existing Procedures for Change Detection

Several procedures have been proposed in published literature, including Page’s CUSUM procedure [89], the moving window FSS procedure [42] and the Girshick-Rubin-Shiryayev (GRS) procedure (see [39] and [111] section 4.3). In the following subsections the three important procedures are reviewed. Their properties are briefly discussed.

### 2.2.1 Page’s CUSUM Procedure

Page’s cumulative sum (CUSUM) procedure is based on the idea of maximum likelihood ratio test. The CUSUM statistic is defined as

$$T_n \triangleq \max_{1 \leq i \leq n} S_i^n,$$  \hspace{1cm} (2.2.1)

which can be written in a recursive form,

$$T_n = \max_{1 \leq i \leq n} S_i^n$$

$$= \max\{S_1^n, S_2^n, ..., S_{n-1}^n, S_n^n\}$$

$$= \max\{S_1^{n-1}, S_2^{n-1}, ..., S_{n-1}^{n-1}, 1\} l_n$$

$$= \max\{T_{n-1}, 1\} l_n,$$  \hspace{1cm} (2.2.2)
Figure 2.1: The repeated SPRT model for Page's CUSUM procedure.

where $n \geq 1$, and $T_0 = 1$.

The decision rule for the CUSUM procedure is to stop and decide that a change has occurred as soon as

$$T_n \geq B$$

(2.2.3)

for a chosen decision threshold $B(\geq 1)$.

From Eqs.(2.2.2) and (2.2.3), it is clear that the computational complexity of the CUSUM procedure is minimal.

It is observed from (2.2.2) and (2.2.3) that the CUSUM procedure is a repeated SPRT with the lower threshold set to $A = 1$ and the upper threshold $B$ greater than 1. This model is shown in Figure 2.1. From the figure one can see that the overall false alarm probability $\alpha$ is the probability that $N < m$, which is much different from the false alarm probability for one of these repeated binary SPRTs.

Using Lorden's minimax criterion, it has been shown that the CUSUM procedure is optimal [77, 85, 101]. Using the QC criterion, simulation results reported in [102, 31, 41, 42] reveal that the CUSUM may be better or worse than others, depending on
the situations. It appears to be difficult to prove theoretical properties of the CUSUM procedure in terms of the Shirayayev criterion and the QC criterion.

As is shown in Figure 2.1, let \( N_k \) denote the sample size of the last SPRT. Define the *one-sided SPRT* over \( \{X_k, X_{k+1}, \ldots\} \) as an SPRT which never accepts \( H_0 \), i.e., that

\[
P\{\text{accept } H_0 | X_k, X_{k+1}, \ldots\} = 0.
\]

(2.2.4)

It is obvious that \( N_k \) is the sample size of a one-sided SPRT. It is clear from Figure 2.1 that the total sample size for the CUSUM procedure is

\[
N = N_k + k - 1.
\]

(2.2.5)

An interesting property of the CUSUM procedure is described in the following

**Lemma 2.1** The stopping rule of Page's CUSUM procedure

\[
N = \min_{n=1,2,\ldots} \left( n | \sum_{i=1}^{n} \frac{f_1(x_i)}{f_0(x_i)} \geq B \right) = \min_{n=1,2,\ldots} \left( n | \max_{1 \leq j \leq n} \left( \prod_{i=j}^{n} \frac{f_1(x_i)}{f_0(x_i)} \right) \geq B \right).
\]

(2.2.6)

is equivalent to the one-sided SPRT

\[
\min_{j=1,2,\ldots} (j + N_j - 1) \prod_{i=j}^{j+N_j-1} \frac{f_1(x_i)}{f_0(x_i)} \geq B,
\]

(2.2.7)

where \( N_j \) is the sample size of a one-sided SPRT to test \( f_1(x_i) \) v.s. \( f_0(x_i) \) over \( X_j, X_{j+1}, \ldots \) for \( j \geq 1 \). For all \( m \), the latter procedure is bounded according to

\[
D_m \leq E_m(N_m).
\]

(2.2.8)

**Proof:** According to the definition, the total sample size of the CUSUM procedure is

\[
N = \min_{n=1,2,\ldots} \left( n | \max_{1 \leq j \leq n} \left( \prod_{i=j}^{n} \frac{f_1(x_i)}{f_0(x_i)} \right) \geq B \right) = \min_{n=1,2,\ldots} \left( n | \exists j \in \{1,2,\ldots,n\} \prod_{i=j}^{n} \frac{f_1(x_i)}{f_0(x_i)} \geq B \right).
\]

(2.2.8)
\[
\begin{aligned}
&= \min_{j=1,2,\ldots} (n|n \in \{j, j+1, \ldots\}, \prod_{i=j}^{n} \frac{f_1(x_i)}{f_0(x_i)} \geq B) \\
&= \min_{j=1,2,\ldots} (j + N_j - 1| \prod_{i=j}^{j+N_j-1} \frac{f_1(x_i)}{f_0(x_i)} \geq B) \\
&\triangleq N_{k'} + k' - 1.
\end{aligned}
\]

where \( \exists \) denotes 'there exists' and \( \triangleright \) denotes 'such that'. It is obvious that \( k' \) equals \( k \) defined in (2.2.5) since both \( k \) and \( k' \) correspond to the starting point of the last one-sided SPRT. In particular, the above result implies that regardless of the location of the change, \( m \).

\[
N = \min_{j=1,2,\ldots} (j + N_j - 1| \prod_{i=j}^{j+N_j-1} \frac{f_1(x_i)}{f_0(x_i)} \geq B) \leq N_m + m - 1.
\]

i.e.,

\[
D_m = E_m(N - m + 1) \leq E_m(N_m).
\]

proving the upper bound.

QED.

The above proof of Lemma 2.1 was given by Blostein and Liu [19]. Lemma 2.1 is a generalization of (11) in [77]. Lemma 2.1 implies that the expected delay of the CUSUM procedure would not exceed the expected sample size of a single one-sided SPRT with lower threshold 1 and upper threshold \( B \), with all samples distributed according to \( f_1 \). However, since the overall false alarm probability \( \alpha \) of the CUSUM procedure is much different from that of a single binary SPRT, the optimality of the SPRT [120] does not imply the optimality of the CUSUM procedure.

The distributions of the ARL of the CUSUM procedure have been studied by some researchers using integral equation techniques, Markov chains and Brownian motion approximations, which are surveyed in [42].
2.2.2 Moving Window Fixed Sample Size Procedure

A moving window fixed sample size (FSS) procedure was used for quality control applications as early as the 1920s [29, 109], where an $\bar{X}$-chart method was used. This FSS procedure has been used for a long time due to its simplicity and good performance in certain situations. The FSS procedure is described as follows.

Let $w$ be the fixed sample size of a single binary test of $H_0$ v.s. $H_1$. Beginning from $n = 1$, $X_1, \ldots, X_w$ are taken and a binary hypothesis test of $H_0$ v.s. $H_1$ is performed. If $H_1$ is accepted, then the test is terminated. If $H_0$ is accepted, one more sample $X_{w+1}$ is taken and a binary hypothesis test of $H_0$ v.s. $H_2$ is performed over $X_2, \ldots, X_{w+1}$. Again, if $H_2$ is accepted, the test is terminated. If $H_0$ is accepted, one more sample $X_{w+2}$ is taken and a binary hypothesis test of $H_0$ v.s. $H_3$ is performed over the most recent $w$ samples. This procedure is repeated until $H_i$ ($i > 0$) is first accepted. Let the total sample size be $N_{FSS}$. The decision threshold for the FSS test is denoted by $d$. The decision rule is

$$S_n^{a_n} \begin{cases} \geq d & a_n \\ < d & a_0 \end{cases}$$

(2.2.9)

for all $n \geq 1$, where $a_n$ stands for accepting $H_n$.

A comparative study of the performance between the FSS procedure (a $\bar{X}$-chart method) and Page's CUSUM procedure has been conducted by Ewan [31] and Goel [41, 42] via simulations, where the QC criterion was used. It is found that neither the CUSUM nor the FSS is optimal, and that the CUSUM may be better or worse than the FSS depending upon the situation.

2.2.3 The Girshick-Rubin-Shiryaev Procedure

In 1952, Girshick and Rubin [39] proposed a procedure which is an interesting competitor of the CUSUM procedure. The performance of this procedure was studied by Roberts [102] using simulations.
Independently, Shiryaev (see [110] and [111], Section 4.3, pp.193-200) used Martingale and Bayesian analysis to approach this problem. It is interesting that Girshick-Rubin's procedure is almost identical to Shiryaev's procedure except that Girshick and Rubin [39] assumed that the probability ($\pi_0$) that the change occurs at the beginning is zero. We call the latter slightly special case the Girshick-Rubin-Shiryaev procedure, or simply the GRS procedure. When $\pi_0$ is not zero, the procedure is called the Shiryaev procedure.

Following [111], the GRS and Shiryaev procedures are presented. The relationship between the Girshick-Rubin procedure and the Shiryaev procedure is explicitly emphasized.

It is assumed that the change time $m$ is a random variable $M$. Assuming that the prior distribution of the unknown change time $M = m$ is geometric:

$$ P\{M = m\} = \begin{cases} 
\pi_0 & \text{if } m = 0 \\
(1 - \pi_0)(1 - p)^{m-1} p & \text{if } m \geq 1.
\end{cases} \quad (2.2.10) $$

Then the detection probability is

$$ \pi = P\{\Theta_N\} $$

$$ \pi = P\{N \geq M\} $$

$$ \pi = \sum_{n=1}^{+\infty} P\{M \leq n\} P\{N = n\} $$

$$ \pi = \sum_{n=1}^{+\infty} \sum_{m=0}^{n} P\{M = m\} P\{N = n\} $$

$$ \pi = \sum_{n=1}^{+\infty} [\pi_0 + \sum_{m=1}^{n} (1 - \pi_0)(1 - p)^{m-1} p] P\{N = n\} $$

$$ \pi = 1 - (1 - \pi_0) \sum_{n=1}^{+\infty} P\{N = n\} $$

$$ \pi = \pi_0. \quad (2.2.11) $$

From the above equation it is clear that $\pi_0$ is not equal to the detection probability in general.
Following [111], a posterior probability is defined as

$$\pi_n = P\{M \leq n | X_1^n = x_1^n\}. \quad (2.2.12)$$

It is interesting that the above definition of $\pi_n$ is similar to a posterior detection probability $P\{\Theta_N | X_1^N = x_1^N\}$ according to eq.(2.1.5) in this thesis.

Based on the assumption (2.2.10), it can be shown using Bayes’ formula that $\pi_n$ can be written in a recursive form [see [111] Eq.(4.120)], as is stated in the following lemma:

**LEMMA 2.2** Let $f_1$ and $f_0$ denote the densities of i.i.d. observations $X_i$ for $i \geq M$ and $i < M$ respectively, and $l_n$ the likelihood ratio for $n$th observation, then

$$\pi_{n+1} = \frac{\pi_n f_1(x_{n+1}) + (1 - \pi_n) p f_1(x_{n+1})}{\pi_n f_1(x_{n+1}) + (1 - \pi_n) p f_1(x_{n+1}) + (1 - \pi_n)(1-p)f_0(x_{n+1})}$$

$$= \frac{[\pi_n + (1 - \pi_n)p] l_{n+1}}{[\pi_n + (1 - \pi_n)p] l_{n+1} + (1 - \pi_n)(1-p)} \quad (2.2.13)$$

for $n \geq 0$.

□

**PROOF:** For convenience we define densities of a random vector $X_1^n$ conditioned by an event $A$ as

$$p_x(x_1^n | A) \triangleq \frac{\partial^n P(X_1^n \leq x_1^n | A)}{\partial x_1 ... \partial x_n} \quad (2.2.14)$$

and a joint density as

$$p_x(x_1^n, A) \triangleq \frac{\partial^n P(X_1^n \leq x_1^n, A)}{\partial x_1 ... \partial x_n}. \quad (2.2.15)$$

From the definition of $\pi_n$ we have

$$\pi_{n+1} = P(M \leq n + 1 | X_1^{n+1} = x_1^{n+1})$$

$$= \frac{p_x(x_1^{n+1}, M \leq n + 1)}{p_x(x_1^{n+1})}$$

$$= \frac{p_x(x_1^{n+1}, M \leq n + 1)}{p_x(x_1^{n+1}, M \leq n + 1) + p_x(x_1^{n+1}, M > n + 1)} \quad (2.2.16)$$
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The numerator of the above equation is

\[ p_x(x_1^{n+1}, M \leq n + 1) = p_x(x_1^{n+1} | M \leq n + 1)P(M \leq n + 1) \]
\[ = p_x(x_1^n | M \leq n + 1)P(M \leq n + 1)f_1(x_{n+1}) \]
\[ = p_x(x_1^n | M \leq n + 1)f_1(x_{n+1}) \]
\[ = [p_x(x_1^n | M \leq n) + p_x(x_1^n | M = n + 1)]f_1(x_{n+1}) \]
\[ = [P(M \leq n | X_1^n = x_1^n)p_x(x_1^n) + P(M = n + 1 | X_1^n = x_1^n)p_x(x_1^n)]f_1(x_{n+1}) \]
\[ = [\pi_n + P(M = n + 1 | X_1^n = x_1^n)p_x(x_1^n)]f_1(x_{n+1}) \]  \hspace{1cm} (2.2.17)

Using the geometric-distribution assumption (2.2.10) and the Markovian property of \( M \) and \( X_n \) yields

\[ (1 - \pi_n)(1 - p)^n p = (1 - \pi_n)p = P(M = n + 1 | X_1^n = x_1^n) \]  \hspace{1cm} (2.2.18)

Substituting the above equation into (2.2.17) yields

\[ p_x(x_1^{n+1}, M \leq n + 1) = [\pi_n + p(1 - \pi_n)]p_x(x_1^n)f_1(x_{n+1}) \]  \hspace{1cm} (2.2.19)

Similarly it can be shown that the denominator of (2.2.16) is

\[ p_x(x_1^{n+1}, M \leq n + 1) + p_x(x_1^{n+1}, M > n + 1) \]
\[ = [\pi_n + p(1 - \pi_n)]p_x(x_1^n)f_1(x_{n+1}) + (1 - \pi_n)(1 - p)p_x(x_1^n)f_0(x_{n+1}) \]  \hspace{1cm} (2.2.20)

Substituting the above two equations into (2.2.16) yields (2.2.13).

QED

From the above derivation, it is clear that the geometric-distribution assumption (2.2.10) is essential for the recursive algorithm stated in Lemma 2.2.

The Shirayev procedure is to stop and decide that a change has occurred as soon as

\[ \pi_n \geq A' \]  \hspace{1cm} (2.2.21)
for some constant $A' > 0$.

Based on the assumption (2.2.10), Shirayev [111] has shown that the above procedure is optimal in a certain sense. This result is presented as follows.

**Shirayev’s Theorem** ([111], p.200, Theorem 8) Let $0 \leq \pi_0 < 1$ and $p > 0$. Let $N_s$ be the stopping variable for Shirayev’s procedure and $N$ for any alternative procedure. Suppose that the prior distribution of the random unknown change time $M$ is given by (2.2.10) and that the false alarm probability

$$
\alpha_s \triangleq P\{N_s < M\} \tag{2.2.22}
$$

for Shirayev’s procedure is a continuous function of the decision threshold $A'$ for any $\alpha_s \in (0, 1)$. If for any alternative procedure its false alarm probability satisfies

$$
\alpha \triangleq P\{N < M\} \leq \alpha_s, \tag{2.2.23}
$$

then

$$
E\{N_s - M|N_s \geq M\} \leq E\{N - M|N \geq M\}. \tag{2.2.24}
$$

☐

Several remarks have been made in [111], notably the continuity problem of $\alpha_s$, i.e., that for any $\alpha_s \in (0, 1)$ there may not necessarily exist a procedure (2.2.14) which is able to achieve this false alarm probability $\alpha_s$. Actually this continuity problem of error probabilities also exists for the optimality of the SPRT [125], i.e., that for any given error probabilities, there may not necessarily exist an SPRT which is able to achieve these error probabilities. In this sense, the optimality of the SPRT is less strong than the Neyman-Pearson Lemma since the Neyman-Pearson Lemma states that for any given false alarm probability there always exists a (possibly randomized) likelihood ratio test which can achieve this false alarm probability [63, 97]. A few authors have tried to introduce a randomized (extended) SPRT [103, 125]. In [103], a randomized SPRT
for Bernoulli distribution is studied. However, a general and practical solution to the randomized SPRT seems unavailable thus far.

In order for the GRS procedure to be optimal, the unknown change-time $M$ has to be distributed geometrically, i.e., the assumption (2.2.10) must hold. However, a geometric assumption of the unknown change-time appears to be restrictive for a number of applications.

In addition, Shiryaev's optimality criterion does not consider the false alarm average run length (false alarm ARL) at all, which seems a little unreasonable for certain situations.

An interesting observation about Shiryaev's procedure is that it is equivalent to a generalized likelihood ratio procedure. This observation is presented as the following lemma.

**Lemma 2.3** Shiryaev's procedure defined by (2.2.21) is equivalent to a generalized likelihood ratio procedure defined by the following decision rule. The decision statistic is

\[
R_n \triangleq \frac{\pi_n}{p(1 - \pi_n)}
= \frac{p(1 - \pi_0) + \pi_0}{p(1 - \pi_0)} \prod_{i=1}^{n} \frac{l_i}{1 - p} + \sum_{k=2}^{n} \prod_{i=k}^{n} \frac{l_i}{1 - p}
\tag{2.2.25}
\]

which can be written recursively as

\[
R_{n+1} = (R_n + 1) \frac{l_{n+1}}{1 - p}, \quad n \geq 0
\tag{2.2.26a}
\]

with

\[
R_0 = \frac{\pi_0}{p(1 - \pi_0)}.
\tag{2.2.26b}
\]

One stops and decides a change has occurred as soon as

\[
R_n \geq A
\tag{2.2.27}
\]

is first satisfied for some $n \geq 1$, where

\[
A = \frac{A'}{p(1 - A')}
\tag{2.2.28}
\]
PROOF: From Lemma 2.2 it is seen that

\[ \pi_{n+1} = \frac{[\pi_n + (1 - \pi_n)p]l_{n+1}}{[\pi_n + (1 - \pi_n)p]l_{n+1} + (1 - \pi_n)(1 - p)} \]

\[ = \frac{(R_n + 1)l_{n+1}}{(R_n + 1)l_{n+1} + \frac{1-p}{p}} \]  

(2.2.29)

Using the above equation and the definition of \( R_{n+1} \) yields

\[ R_{n+1} = \frac{\pi_{n+1}}{(1 - \pi_{n+1})p} \]

\[ = (R_n + 1)\frac{l_{n+1}}{1 - p}. \]  

(2.2.30)

The other equations in the Lemma are straightforward from the above recursive equation and the definition of \( R_n \).

QED

It is noted that when \( \pi_0 = 0 \),

\[ R_{pn} \triangleq R_n|_{\pi_0=0} = \sum_{k=1}^{n} \prod_{i=k}^{n} \frac{l_i}{1 - p} = (R_{pn-1} + 1)\frac{l_n}{1 - p} \]  

(2.2.31)

with

\[ R_{p0} = 0. \]  

(2.2.32)

As \( \pi_0 = 0 \) and \( p \to 0 \)

\[ R_{0n} \triangleq R_n|_{\pi_0=0,p\to0} = \sum_{k=1}^{n} \prod_{i=k}^{n} l_i = (R_{0n-1} + 1)l_n \]  

(2.2.33)

with

\[ R_{00} = 0. \]  

(2.2.34)

Following Lorden's minimax criterion, some properties of the latter special case were studied in [95]. However, it should be emphasized that Lorden's minimax criterion is conservative, as is pointed out in [85] and Subsection 2.1.2 of this thesis.

In [94], it is proposed that the special case \( R_{0n} \) might be comparable to other procedures. In this thesis we will conduct this comparison in Section 2.6.
It should also be noted that the major properties of the GRS procedure do not require the samples to be identically distributed before and after the change-time. This is an appealing property of the GRS procedure.

It appears difficult to design the decision threshold $A$ analytically. In [111], Shiryaev proposed an upper bound of the false alarm probability for the GRS procedure. However, it turns out to be loose for a number of applications and may not reflect some true properties of the procedure. We now present the Shiryaev upper bound.

Shiryaev’s Upper Bound: If the unknown change-time is a random variable with geometric distribution, the false alarm probability $\alpha$ of the GRS procedure satisfies the following inequality

$$\alpha \leq 1 - \frac{pA}{1 + pA} = 1 - A'$$

(2.2.35)

PROOF: If the unknown change-time is a random variable with geometric distribution, from (2.2.21) it follows that

$$\alpha = 1 - \pi = 1 - E\{\pi_n\} \leq 1 - A'$$

(2.2.36)

Combining (2.2.28) and the above equation yields the upper bound (2.2.35).

QED

The upper bound (2.2.35) holds only for geometrically distributed unknown change-time. For non-geometrically distributed change-time or non-random change-time, it is not clear if the bound still holds. In addition, the upper bound is obviously loose for small $p$ and small change-time $m$. Particularly, for $p = 0$, the upper bound equals one and becomes trivial. For $m = 0$, it is always true that $\alpha = 0$ for any finite $A$ and any stopping rules with stopping probability 1. However, the Shiryaev upper bound is always greater than zero for any finite $A$ and $m = 0$. This fact suggests that the Shiryaev upper bound is loose for small $m$. Since the $\alpha$ is averaged over all possible $M = m$ which is geometrically distributed, the Shiryaev upper bound does not vary
with the real change-time \( m \). In fact, it has been shown, theoretically and experimentally, that for every different realization of the possibly random change-time \( M = m \), the false alarm probability (FAP) of the GRS procedure varies significantly with \( m \) (see section 3.5 of this thesis for experimental results and Section 3.6 for theoretical justification). Therefore, it is necessary to compute an FAP upper bound of the GRS procedure for a non-random change-time \( m \). This problem will be considered in Section 3.6.

2.3 Generalization of Change Detection Procedures

The procedures presented in the last section are designed for independent and identically distributed (i.i.d.) observations except for the GRS procedure whose properties still hold for independent and non-identically distributed observations. In many applications, the i.i.d. assumption is not realistic. Therefore, generalization of the existing procedures to non-i.i.d. situations has been studied by a number of researchers. In this section we present some of these existing results.

2.3.1 Generalization to Time-Varying Situations

For time-varying and independent observations, the properties of the GRS procedure still hold, including its computational efficiency and the optimality under the condition that the unknown change-time is geometrically distributed. This point can be easily observed from the derivation of the GRS procedure.

However, the CUSUM procedure has a number of difficulties for the time-varying situation. To overcome this difficulty, Blostein [17] has proposed to approximate the CUSUM statistic. The approximated CUSUM (A-CUSUM) statistic is defined as follows:

\[
\hat{T}_n = \max \{ \hat{T}_{n-1}, 1 \} T_n
\]

(2.3.1)
for $0 \leq j \leq n$ and $n \geq 0$, where $\hat{T}_0 \triangleq 1$,

$$l_{jn} \triangleq \frac{f_{n-j}(x_n)}{f_0(x_n)},$$

(2.3.2)

and

$$j \triangleq \sup_{1 \leq i \leq n} \{i | \hat{T}_{i-1} \leq 1\}.$$  

(2.3.3)

It can be seen that $j$ is an assumed change-time, i.e., the most recent time when $\hat{T}$ crosses over 1. Then the approximated CUSUM (A-CUSUM) procedure is a repeated SPRT with nonstationary observations, which we refer to as NSPRT. The properties of the NSPRT will be studied in Section 4.2 of this thesis. It turns out that the optimum threshold for the NSPRT and A-CUSUM is time-varying for time-varying signals. The effectiveness of the A-CUSUM procedure has been demonstrated in [17].

It should be noted that the A-CUSUM statistic is interesting since the new MAR procedure proposed in this thesis is a function of the CUSUM statistic. This problem will be discussed Section 4.2.

2.3.2 Generalization to Dependent Observations

When the observations are dependent, the CUSUM and GRS statistics cannot be computed recursively, and their properties cannot be easily analyzed. As a result, the existing procedures for i.i.d. observations cannot be directly implemented. A widely used approach is to preprocess the dependent observations. The preprocessor may be a Kalman filter for a state-space model, an autoregressive-moving-average (ARMA) model [88, 81, 7], or a linear predictor[108, 8]. The idea is to whiten the dependent observations. Using this error-signal approach (also known as innovation-based approach), the change-detection problem for dependent observations is transformed to a change-detection problem for independent observations.

To detect a change in the error sequence, intuitive likelihood-ratio-type procedures different from CUSUM and GRS are used in [7, 8, 88]. However, it appears that neither
theoretical nor experimental evidence is available to justify why these intuitive pro-
dures should be used instead of the CUSUM. GRS or other optimum procedures.

2.3.3 Generalization to Unknown Distribution Parameters

A problem of practical interest is change-detection with unknown distribution para-
eters. Since in many applications enough information may be available to estimate
the parameters before the change, many researchers have been concerned with the
change-detection with unknown distribution parameters after the change and a com-
pletely known distribution before the change.

One approach to this problem is to ignore the information about the density \( f_1 \) after
the change [108]. In [108], it is actually assumed that

\[
f_1(x_n|x_1^{n-1}) = \varepsilon
\]

(2.3.4)

for all \( n \geq 1 \) with \( \varepsilon \) to be a constant. Therefore the likelihood ratio is

\[
l_n = \frac{f_1(x_n|x_1^{n-1})}{f_0(x_n|x_1^{n-1})} = \frac{\varepsilon}{f_0(x_n|x_1^{n-1})}
\]

(2.3.5)

or equivalently the log-likelihood ratio is

\[
z_n = -\ln f_0(x_n|x_1^{n-1})
\]

(2.3.6)

for all \( n \geq 1 \), where the constant \( \ln \varepsilon \) is ignored and \( f_0 \) is the density before the change
and is assumed completely known. After the above simplification, the change-detection
problem becomes a typical change-detection problem with completely known distribu-
tions and existing techniques can be used.

It has been noted that much information is lost by assuming \( f_1(x_n|x_1^{n-1}) = 1 \) [8].
Therefore the density \( f_1 \) should be used and the unknown parameter \( \theta \) after the change
is replaced by a maximum-likelihood estimator \( \hat{\theta} \) [127, 7]. This approach is sometimes
called the generalized likelihood ratio (GLR) approach. If an adaptive estimation al-
gorithm is used, the computational complexity of this approach may not be very high
and the task of adaptive identification of the changed parameters is also accomplished simultaneously.

A multiple-model approach is also used in [126, 7], where it is assumed that the unknown parameters may take one of a bank of assumed parameters. Then a parallel bank of change-detection procedures are used. Whenever one of these procedures reaches its stopping threshold, it is decided that a change has occurred. This approach may react to a change faster than the parameter-estimation approach. However, the complexity of this approach may be too high in a number of applications, particularly when the observations are dependent and whitening preprocessing is required. In addition, our experiments show that the estimate of the changed parameter is often not close to the real parameter if the number of assumed parameters is not very large. Adaptive estimation of the unknown parameter is impossible for this approach.

We will study the multiple-model approach and parameter-estimation approach in section 4.1.

2.4 Applications of Change Detection

Change detection has been applied to a number of fields. We will first give a list of these applications. Then an important application to adaptive error control over slowly time-varying channels [100] will be presented.

2.4.1 A List of Applications

- Application to Communications:

  In [100], change-detection was applied to adaptive error control over slowly time-varying channels. Using a good change-detection technique, significant improvement over nonadaptive error control techniques has been reported in [100]. A detailed discussion of this application will be presented in the next subsection.
Chapter 6 of this thesis, change detection will be applied to adaptive identification of nonstationary fading channels.

- Application to Speech Processing:

In [4, 35], change detection techniques have been applied to speech segmentation. The speech signal is modeled as an autoregressive (AR) process. Then a change from one segment to another can be viewed as a change of the AR process parameters. Therefore the segmentation problem becomes a problem of detecting changes in AR process parameters.

- Application to Search Radar:

Change detection has been applied to search radar [36, 18]. When a target does not exist, the received signal would be noise only. The observations from the matched filter and sampler may be modeled as a Gaussian distributed sequence with zero-mean. When a target suddenly appears, the mean of the observations will change abruptly. Therefore the problem is to detect a change in Gaussian mean.

- Application to Adaptive System Identification:

This problem has been studied by a number of researchers [115, 116, 93, 10]. The techniques used mainly involve two steps: detection statistics formulation and change-detection-procedure application. In addition, this problem is closely related to change-detection for dependent observations, and in a number of applications they are almost identical [8, 10, 108]. It should be noted that most research on this problem has focused on linear state space models and ARMA models. The changes involved are typically additive disturbances and system-state jumps.

- Application to Image Processing:

This application has been concentrating on edge detection of digital images [6]. In [6], the images are modeled as a number of locally stationary areas separated by
edges. The edges are areas where abrupt changes occur. Edge detection involves two steps: first, detection of elements, i.e., isolating points of possible edges; second, edge following, i.e., linking the detected points together. The first step of the edge detection is essentially to detect an abrupt change in the mean of the Gaussian distribution, as is addressed in [6].

Change detection also has been applied to failure detection [128], quality control engineering [42, 102], geophysical signal processing [9], biomedical signal processing [104], chemical engineering [50], among others. A survey on the applications of change detection is found in [7, 9].

2.4.2 An Application to Adaptive Error Control Over Time-Varying Channels

In this subsection, we report a research on application of change-detection to adaptive error control for packet data transmission over time-varying channels. This work was conducted by M. Rice during his recent PhD thesis research at Georgia Tech [100], and has not been published.

Automatic retransmission request (ARQ), hybrid-ARQ and forward error correction (FEC) are popular techniques to control the bit-error-rate of data transmission over communications networks. It is well-known [65] that the ARQ is best suited for a clear channel (a channel with low bit error rate), the FEC offers the highest throughput over a noisy channel, while hybrid-ARQ strategies work best for a channel between the two extremes. Therefore a natural idea to maximize the throughput subject to a given error rate is to use the ARQ for a clear channel and switch to a hybrid-ARQ strategy when channel is not clear, and vice versa.

In ARQ and type-I hybrid-ARQ strategies, decoding results can be described by the following two events: (i) the packet is accepted; and (ii) the packet is rejected. A random
variable $X$ is defined as follows:

$$
X = \begin{cases} 
0 & \text{if the packet is accepted} \\
1 & \text{if the packet is rejected.}
\end{cases} \quad (2.4.1)
$$

Let $R_0$ and $R_1$ denote the probability of retransmission (i.e. the probability that the packet is rejected) before and after a channel change, respectively. Then the density of $X$ is

$$
f_0(x) = \left( \frac{R_0}{1 - R_0} \right)^x (1 - R_0) \quad (2.4.2)
$$

before the change and

$$
f_1(x) = \left( \frac{R_1}{1 - R_1} \right)^x (1 - R_1) \quad (2.4.3)
$$
after the change.

The one-sample log-likelihood ratio is

$$
z_n = \ln \frac{f_1(x_n)}{f_0(x_n)} = x_n \ln \frac{R_1 (1 - R_0) (1 - R_1)}{R_0 (1 - R_1) (1 - R_0)} \quad (2.4.4)
$$

and the (log) CUSUM statistic is

$$
T'_n = \max\{z_n, 0\} + T'_{n-1}. \quad (2.4.5)
$$

The decision rule of the CUSUM procedure is

$$
T'_n \geq b \quad (2.4.6)
$$

for some constant $b$.

A two-sided test is used for this problem by assuming $R_1 = R_+ > R_0$ and $R_1 = R_- < R_0$. Two symmetric CUSUM procedures are implemented simultaneously and certain ARQ, hybrid-ARQ strategies are then chosen according to the change-detection results.

Using the above scheme, significant improvement (as much as 16%) of the throughput and error-rate performance over non-adaptive strategies is reported in [100].
Chapter 3

MAR: A New Procedure for Quickest Change Detection

In this chapter, a new procedure, referred to as the minimum-asymptotic-risk (MAR) procedure for quickest detection of an abrupt change in a random sequence is introduced. It is assumed that the observations are i.i.d. before and after the change and that the distributions are completely known. It is shown that the MAR procedure converges almost surely to a theoretically optimum procedure. The superiority of the new procedure over existing well-known procedures for non-asymptotic cases are shown by extensive simulations. The false alarm probability of various change detection procedures is studied in the final section.

3.1 Problem Statement and Criterion

3.1.1 Problem Statement

Suppose \( \{ X_i | i = 1, 2, ... \} \) are independent random variables observed sequentially and there exists some positive, non-random integer \( m \) such that the distribution function of \( X_i \) is \( F_0(x_i) \) with density \( f_0(x_i) \) for \( i = 1, \ldots m - 1 \), and \( F_1(x_i) \) for \( i = m, m + 1, \ldots \) with density \( f_1(x_i) \), where \( F_0 \) and \( F_1 \) are known but \( m \) is unknown. Our objective is to stop
and raise alarm after \( m \) occurs, as quickly as possible, subject to a given false alarm constraint.

Let \( N = n \) denote a stopping time. For convenience let \( X^n_i \triangleq (X_i, X_{i+1}, ..., X_n)^t \) and \( x^n_i \triangleq (x_i, x_{i+1}, ..., x_n)^t \) for \( i \leq n \). When \( i > n \), \( X^n_i \) or \( x^n_i \) means no observations have been taken. Let \( dx^n_i \triangleq dx_i dx_{i+1}...dx_n \) for \( i \leq n \). For any positive, non-random integer \( m \), we define joint distributions \( P_m \) as

\[
P_m \{X^n_i \leq x^n_i\} = \begin{cases} 
\int_{-\infty}^{x^n_i} f_0(x_i)f_0(x_{i+1})...f_0(x_n)dx^n_i & \text{if } n < m \\
\int_{-\infty}^{x^n_i} f_0(x_i)...f_0(x_{m-1})f_1(x_m)...f_1(x_n)dx^n_i & \text{if } i < m \leq n \\
\int_{-\infty}^{x^n_i} f_1(x_i)f_1(x_{i+1})...f_1(x_n)dx^n_i & \text{if } m \leq i \leq n
\end{cases} \tag{3.1.1}
\]

and expectation \( E_m \) under \( P_m \). Technically, the situation where no change ever occurs is \( P_\infty \). Often in the literature, the alternative notation \( P_0 \triangleq P_\infty \) and \( E_0 \) are used. Let \( H_m \) denote the hypothesis that \( P_m \) is true. Let \( a_m \) denote the event that one accepts \( H_m \). Define the likelihood ratio of the \( i \)th sample,

\[
l_i \triangleq \frac{f_1(x_i)}{f_0(x_i)} \tag{3.1.2}
\]

and the product form

\[
S^n_k \triangleq \begin{cases} 
\prod_{i=k}^{n} l_i & \text{if } n \geq k \\
1 & \text{if } n < k.
\end{cases} \tag{3.1.3}
\]

For any stopping time \( N = n \), define

\[
\Theta_n \triangleq \{X_n \sim f_1\} \quad \Theta_0 \triangleq \{X_n \sim f_0\}. \tag{3.1.4}
\]

This definition of \( \Theta_n \) implies a correct detection, i.e., that one stops at or after the real change-time \( m \) (\( n \geq m \)). \( \Theta_0 \) implies a false alarm, i.e., that one stops before \( m \) (\( n < m \)). Let

\[
\pi \triangleq P(\Theta_N) \tag{3.1.5}
\]

represent the probability that \( \Theta_N \) is true for a stopping rule \( N \), where \( 0 < \pi < 1 \). We remark that \( \pi \) is the correct detection probability, i.e., the overall probability that the
change detection procedure terminates on or after the change-time \( m \), and

\[
\alpha \triangleq 1 - \pi \tag{3.1.6}
\]

is the overall false alarm probability. It should be noted that \( \pi \) and \( \alpha \) depend on the decision rule and the unknown, non-random change time \( m \).

### 3.1.2 A Modified Shiryaev Criterion

To compare the performance of procedures, Page [89] defined the average run length (ARL), i.e., that

\[
N_d \triangleq E\{N|N \geq m\} = E\{N|\Theta_N\}, \tag{3.1.7}
\]

which is the detection ARL, and

\[
N_{fm} \triangleq E\{N|N < m\} = E\{N|\overline{\Theta}_N\}, \tag{3.1.8}
\]

which is the false alarm ARL. The expected delay for any given change-time \( m \) is then

\[
D_m \triangleq N_d - m + 1 = E\{N - m + 1|\Theta_N\}. \tag{3.1.9}
\]

The definition of \( D_m \) was first given by Moustakides [85].

Considering the disadvantages of the existing criteria, we introduce a criterion which concerns both the false alarm probability and false alarm average run length. This criterion is closely related to the Shiryaev criterion, and is henceforth referred to as the modified Shiryaev criterion.

- **Modified Shiryaev Criterion**: This criterion minimizes the expected delay

\[
D_m = E\{N - m + 1|\Theta_N\} \tag{3.1.10a}
\]

or equivalently the average run length (ARL) under the condition of delay (which we refer to as correct detection ARL)

\[
E\{N|\Theta_N\} \tag{3.1.10b}
\]
for any given distribution, subject to

\[ E(N|\bar{N}_N) = E(N|N < m) \geq t, \quad (3.1.10c) \]

and

\[ \pi \geq \gamma, \quad (3.1.10d) \]

or equivalently

\[ \alpha < 1 - \gamma, \quad (3.1.10e) \]

where \( t \) and \( \gamma \) are two constants, and \( m \) is any unknown non-random change-time.

It should be noted that a large false alarm ARL alone cannot guarantee a small false alarm rate if the false alarm probability \( \alpha \) is very large, or vice versa. Therefore the overall false alarm rate of a procedure is described by \( \alpha \) and \( E(N|N < m) \) together.

An alternative expression of the modified Shiryaev criterion is to maximize

\[ E(N|\bar{N}_N) \quad (3.1.11a) \]

subject to

\[ D_m \leq t \quad (3.1.11b) \]

and

\[ \pi \geq \gamma. \quad (3.1.11c) \]

### 3.2 MAR: a new procedure for change detection

Now we introduce a new procedure, referred to as the minimum-asymptotic-risk (MAR) procedure to approach this signal change detection problem. A brief discussion of the new procedure is presented. Its properties are shown in the next section.
The MAR Procedure

Decision Statistic:

\[ \hat{r}(x^n_1) = \frac{T_n\pi_0c_0 - (1 - \pi_0)}{T_n\pi_0 + 1 - \pi_0} \]  

Decision Rule: stop and decide a change has occurred as soon as

\[ \hat{r}(x^n_1) > \hat{r}(x^{n-1}_1) \]  \hspace{1cm} (3.2.2)

\( T_n \) is Page’s CUSUM statistic, \( T_n = \max\{T_{n-1}, 1\}l_n \) for \( n \geq 1 \) and \( T_0 = 1 \).

\( \pi_0 \) and \( c_0 \) are design parameters arbitrarily chosen to achieve certain performance.

Practically one may choose \( \pi_0 = c_0 \).

\( l_n \) is the likelihood ratio for \( n \)th observation, \( n = 1, 2, \ldots \)

- **Remark 1.** Since it is well-known [89] that the CUSUM statistic \( T_n \) can be written recursively as above, the complexity for calculating \( \hat{r}(x^n_1) \) is low and comparable to Page’s CUSUM procedure.

- **Remark 2.** As shown in the next section, it is required that \( c_0 < (1 - \pi_0)/\pi_0 \).

Experimentally, we have observed that the performance is insensitive to different choices of design parameters \( \pi_0 \) and \( c_0 \). For the simulations, we arbitrarily chose \( c_0 = \pi_0 \).

This issue is discussed further in Section 3.5:

- **Remark 3.** It has been assumed that \( X_1, X_2, \ldots \) are i.i.d. before and after the change-time and that the distributions \( f_0 \) and \( f_1 \) are completely known. In Chapter 4 the MAR procedure will be modified for more practical cases where the knowledge of the distributions may not be completely known or the i.i.d. assumption may not hold.
Remark 4. For all procedures, the design parameters must be chosen differently for different change-times in order to have a constant false alarm probability (CFAP). In Section 3.6, some bounds on the false alarm probability of the change-detection procedures are presented. It will be seen from these bounds that the thresholds of procedures have to be varying with different change-times to ensure CFAPs. The problem of ensuring CFAP over a range of change-times is non-trivial and is not considered in this thesis.

In the next section, it will be shown that under certain asymptotic conditions the new procedure converges almost surely (a.s.) to a theoretically optimum procedure which minimizes a risk function. Therefore, we henceforth refer to the new procedure as the minimum asymptotic risk (MAR) procedure. The decision statistic \( \hat{r}(x^n) \) may be referred to as the MAR statistic. For convenience we also use \( \tilde{r}(n) \) to represent \( \hat{r}(x^n) \). The performance of the MAR procedure will be investigated in the following sections. The almost sure convergence of the MAR procedure to an optimum procedure under asymptotic conditions is to be shown in the next section. For the non-asymptotic situation, the superiority of the MAR procedure over existing procedures will be shown in Section 3.5 via extensive simulations.

The MAR procedure was first presented in [72, 73] by Liu and Blistein.

3.3 Almost Sure Convergence of the MAR Procedure to an Optimum Procedure under Asymptotic Conditions

In this section, it will be shown that the MAR procedure converges almost surely to an optimum procedure if (i) the signal-to-noise ratio approaches zero or (ii) the false alarm probability goes to zero. The major result is Propositions 3.1 and 3.2.
We first formulate a noncausal theoretically optimum procedure with respect to the modified Shiryaev criterion. This optimum decision rule can be never realized due to a number of reasons. However, we will show that the MAR procedure almost surely converges to the optimum procedure under certain asymptotic conditions.

**Lemma 3.1** Let \( N(>0) \) denote the stopping variable for any stopping rule. There exists a noncausal theoretically optimum stopping rule \( N_b(>0) \) such that for any given distribution with \( 0 < L_i < +\infty \) for all \( i \geq 1 \), we have

\[
D_{bm} \leq D_m \tag{3.3.1}
\]

subject to

\[
N_{bfm} \leq N_{fm} \tag{3.3.2}
\]

and

\[
\alpha_b = \alpha, \tag{3.3.3}
\]

where \( D_{bm} \) and \( D_m \) denote the expected delay for the optimum procedure and any other procedure, respectively, \( N_{bfm} \) and \( N_{fm} \) denote the corresponding false alarm ARLs, and \( \alpha_b \) and \( \alpha \) denote the false alarm probabilities. \( \Box \)

**Proof:** The stopping rule \( N_b \) is derived from the following Bayesian analysis:

Let \( N = n \) be a random stopping time. Define a risk function

\[
R(x^n_1) \triangleq \begin{cases} 
  cn & \text{if } \Theta_n \text{ is true} \\
  -n & \text{if } \overline{\Theta}_n \text{ is true.}
\end{cases} \tag{3.3.4}
\]

The posterior risk function after observing \( X^n_1 = x^n_1 \) and stopping at \( N = n \) is

\[
r(x^n_1) \triangleq E\{R(X_1^N)|X_1^N = x^n_1\}
\]

\[
= E\{R(X_1^N)|X_1^N = x^n_1, \Theta_N\}P(\Theta_N|X_1^N = x^n_1) + 
\]

\[
E\{R(X_1^N)|X_1^N = x^n_1, \overline{\Theta}_N\}P(\overline{\Theta}_N|X_1^N = x^n_1)
\]

\[
= cn\pi_n - n(1 - \pi_n), \tag{3.3.5}
\]
where we define

\[ \{ X_i^N = x_i^n \} \triangleq \{ N = n, X_i^n = x_i^n \}, \]  

(3.3.6)

and

\[ \pi_n \triangleq P(\Theta_N | X_i^N = x_i^n). \]  

(3.3.7)

The latter is the probability that \( \Theta_N \) is true after observing \( X_i^n = x_i^n \) and stopping at \( N = n \). In Eq.(3.3.5), \( c_n \pi_n \) denotes the posterior cost of delay when \( \Theta_N \) is true, while \( -n(1 - \pi_n) \) represents the posterior false alarm cost when \( \Theta_N \) is true. The unit false alarm cost is normalized to unity, so \( c > 0 \) denotes the relative cost of delay with respect to false alarm. The above cost structure is different from that in [111]. It should be noted that the above function is used only for analytical purposes.

Applying Bayes' Theorem, it is easily shown that

\[ \pi_n = \frac{S_m \pi}{S_m \pi + 1 - \pi}. \]  

(3.3.8)

Substituting the above equation into (3.3.5) yields

\[ r(x_i^n) = \frac{S_m \pi c - (1 - \pi)}{S_m \pi + 1 - \pi} n. \]  

(3.3.9)

For convenience we also use \( r(n) \) to represent \( r(x_i^n) \).

Define the decision rule \( N_b \) to be

\[ r(n_b) \triangleq \min_{1 \leq n < +\infty} r(n) \]  

(3.3.10)

where

\[ P_m(N_b = n) \triangleq \begin{cases} 1 & \text{if } n = n_b \\ 0 & \text{if } n \neq n_b. \end{cases} \]  

(3.3.11)

Since \( N_b \) is noncausal and depends on unknown change time \( m \), it can never be realized. \( N_b \) is used for analytical purposes only.

The expected risk for \( N_b \) is

\[ E\{R(X_i^{N_b})\} = E\{\sum_{n=1}^{+\infty} P(N_b = n) r(X_i^n)\}. \]  

(3.3.12)
On the other hand, from (3.3.4)-(3.3.5) we have

\[
E\{R(X_i^{N_b})\} = E\{R(X_i^{N_b})|\Theta_{N_b}\}P(\Theta_{N_b}) + E\{R(X_i^{N_b})|\Theta_{N_b}\}P(\Theta_{N_b}) \\
= cE(N_b|\Theta_{N_b})\pi - E(N_b|\Theta_{N_b})(1 - \pi). \tag{3.3.13}
\]

For any alternative procedure the expected risk is

\[
E\{R(X_i^N)\} = E\{\sum_{n=1}^{+\infty} P(N = n)r(X_i^n)\} = cE(N|\Theta_N)\pi - E(N|\Theta_N)(1 - \pi). \tag{3.3.14}
\]

According to (3.3.10)-(3.3.12), the expected Bayesian risk for \(N_b\) is

\[
E\{R(X_i^{N_b})\} = E\{\sum_{n=1}^{+\infty} r(X_i^n)P(N_b = n)\} \\
= E\{r(X_i^{N_b})\} \\
= E\{r(X_i^{N_b})\sum_{n=1}^{+\infty} P(N = n)\} \\
= E\{\sum_{n=1}^{+\infty} r(X_i^n)P(N = n)\} \\
\leq E\{\sum_{n=1}^{+\infty} r(X_i^n)P(N = n)\} \\
= E\{R(X_i^N)\} \tag{3.3.15}
\]

where we should notice that

\[
\sum_{n=1}^{+\infty} P(N = n) = 1.
\]

On the other hand, according to (3.3.13)-(3.3.15)

\[
cE(N_b|\Theta_{N_b})\pi - E(N_b|\Theta_{N_b})(1 - \pi) \leq cE(N|\Theta_N)\pi - E(N|\Theta_N)(1 - \pi). \tag{3.3.16}
\]

From the constraints (3.3.2) and (3.3.3), the above equation yields (3.3.1).

We note that the above argument is similar to the proof of the Wald-Wolfowitz Theorem (see [33, 70, 120]).

QED

The optimum decision rule (3.3.9)-(3.3.10) cannot be realized due to the following two reasons: (i) the decision statistic \(r(n)\) depends on unknown change-time \(m\), (ii) the
decision rule (3.3.10) is noncausal. To solve the first problem, we approximate \( r(n) \) using a statistic independent of \( m \). The following lemma may provide some hint towards this direction.

**Lemma 3.2** For any given \( m \) and any \( n \) (1 ≤ \( n \) < +\( \infty \)),

\[
E_m(S_m^n) = \max_{1 \leq i \leq n} E_m(S_i^n).
\]  

(3.3.17)

\[\square\]

**Proof:** From definition (3.1.3), we have two cases.

First for \( n < m \), we have \( S_m^n = 1 \), so

\[
E(S_m^n) = 1.
\]

For all \( i \) with \( 1 \leq i \leq n < m \),

\[
E(S_i^n) = \int S_i^n f_0(x_1)f_0(x_{i+1})...f_0(x_n)dx_i^n = \int f_i(x_i)f_1(x_{i+1})...f_1(x_n)dx_i^n = 1
\]

which implies that

\[
\max_{1 \leq i \leq n} E(S_i^n) = E(S_m^n).
\]

On the other hand, for \( n \geq m \), \( S_m^n = \prod_{i=m}^n l_i \). Notice that \( E_0(l_i) = 1 \) for \( 1 \leq i < m \).

Also, using the fact that \( E_m(\ln l_i) \geq 0 \) (see, e.g. Siegmund [113], p.12) and Jensen's inequality, \( E_m(l_i) \geq 1 \) for \( i \geq m \). For any \( 1 \leq i < m \),

\[
0 < E(S_i^n) = \left\{ \prod_{j=i}^{m-1} E_0(l_j) \right\} \left\{ \prod_{j=m}^n E_m(l_j) \right\} = \prod_{j=m}^n E_m(l_j) = E(S_m^n).
\]

For any \( m \leq i \leq n \),

\[
0 < E(S_i^n) = \frac{\prod_{j=m}^i E_m(l_j)}{\prod_{j=m}^{i-1} E_m(l_j)} \leq \prod_{j=m}^n E_m(l_j) = E(S_m^n).
\]
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In any case,

$$\max_{1 \leq i \leq n} E(S^n_i) = \prod_{j=m}^n E_m(l_j) = E(S^n_m).$$

QED

Lemma 3.2 suggests that Page’s CUSUM statistic may be used as an estimator of $S^n_m$ in $r(x^n_i)$. However, this lemma provides only an intuitive understanding of the relationship between $T_n$ and $S^n_m$. In Proposition 3.1 we will establish a stronger result with regard to the almost sure convergence between the decision statistic $\hat{r}(x^n_i)$ and the optimum decision statistic $r(x^n_i)$ (not the convergence between $T_n$ and $S^n_m$).

Substituting $T_n$ for $S^n_m$ into (3.3.9) results in the decision statistic, $\hat{r}(n) \triangleq \hat{r}(x^n_i)$, defined by Eq. (3.2.1). The following proposition establishes almost sure convergence between the MAR statistic $\hat{r}(n)$ and the theoretically optimum statistic $r(n)$:

**PROPOSITION 3.1** If

$$C3.1:\quad l_i \to 1 \quad (3.3.18a)$$

for all $i$, or the false alarm probability

$$C3.2:\quad \alpha \to 0 \quad (3.3.18b)$$

and

$$0 < c_0 < \frac{1 - \pi_0}{\pi_0}, \quad (3.3.19)$$

then the following convergences hold almost surely:

$$r(n) \to \hat{r}(n) \triangleq \frac{e^{(n-m+1)I_F} \pi c - (1 - \pi)}{e^{(n-m+1)I_F \pi} + 1 - \pi} n \quad (3.3.20)$$

$$\hat{r}(n) \to \hat{r}(n) \quad (3.3.21)$$

and

$$\hat{r}(n) \to r(n) \quad (3.3.22)$$

where $I_F \triangleq E_m(\ln l_m)$, $0 < I_F < \infty$, $\pi = \pi_0$ and $c = c_0$. It is assumed that $N_b = n > 0$ and $\hat{N} = n > 0$. □
**PROOF:** When $l_i \to 1$ for any $i$, choosing $\pi_0 = \pi_b = \pi$ and $0 < c_0 = c < \frac{1-\pi_0}{\pi_0}$ yields 

$$r(x^n_1) = \frac{S^n_m \pi c - (1 - \pi)}{S^n_m + 1 - \pi} n \to [\pi c - (1 - \pi)] n < 0.$$ 

Therefore for the stopping rule $N_b = n_b$

$$r(n_b) = \min_{1 \leq n < +\infty} r(x^n_1) \to -\infty$$

for $n_b \to +\infty$. It should be noted that if we chose $c \geq \frac{1-\pi_0}{\pi_0}$, then

$$r(x^n_1) \to [\pi c - (1 - \pi)] n \geq 0$$

and

$$r(n_b) = \min_{1 \leq n < +\infty} r(x^n_1) \to 0$$

only if $n_b = 0$, which contradicts the condition that $N_b = n_b > 0$.

Similarly for the stopping rule $\hat{N} = \hat{n}$ we have

$$\hat{r}(x^n_1) = \frac{T^n_n \pi c - (1 - \pi)}{T^n_n + 1 - \pi} n \to [\pi c - (1 - \pi)] n < 0,$$

and

$$\hat{r}(\hat{n}) = \min_{1 \leq n < +\infty} \hat{r}(x^n_1) \to -\infty$$

for $\hat{n} \to +\infty$. When $\alpha \to 0$, it can be similarly shown that $c = c_0 \to 0$ such that $n_b \to +\infty$ and $\hat{n} \to +\infty$.

We now show that (3.3.20) and (3.3.21) hold almost surely for $n \to +\infty$. Eq.(3.3.22) follows from (3.3.20) and (3.3.21) easily. It must be noted that $T_n$ does not converge to $S^n_m$ in general since both of them approach $+\infty$ exponentially at unknown speed. Fortunately, it can be shown that both $r(n)$ and $\hat{r}(n)$ approach $\check{r}(n)$ almost surely. We will first show (3.3.20) holds almost surely. After (3.3.20) is established, (3.3.21)(3.3.22) are easily shown.

**Proof of** $r(n) \Rightarrow \check{r}(n)$: Defining

$$z_i \triangleq \ln \frac{f_i(x_i)}{f_0(x_i)} \quad (3.3.23)$$
for all $i \geq 1$, then

$$r(n) = \frac{e^{z+i+\ldots+z_n} \pi c - (1 - \pi)^n}{e^{z+i+\ldots+z_n} \pi + 1 - \pi}$$

$$= \frac{\pi c - (1 - \pi)e^{-(z+i+\ldots+z_n)}}{\pi + (1 - \pi)e^{-(z+i+\ldots+z_n)}-\pi n.}$$  \hspace{1cm} (3.3.24)$$

Simple algebraic manipulation yields

$$\tilde{r}(n) = \frac{\pi c - (1 - \pi)e^{-(n-m+1)/I_f}}{\pi + (1 - \pi)e^{-(n-m+1)/I_f}}.$$  \hspace{1cm} (3.3.25)$$

Then we have

$$0 \leq |r(n) - \tilde{r}(n)| = n|e^{-(n-m+1)/I_f} - e^{-(z+i+\ldots+z_n)}|.$$

$$\leq \frac{\pi(1 - \pi)(1 + c)}{[\pi + (1 - \pi)e^{-(z+i+\ldots+z_n)}][\pi + (1 - \pi)e^{-(n-m+1)/I_f}].} \hspace{1cm} (3.3.26)$$

Since $(1 - \pi)e^{-(z+i+\ldots+z_n)} \geq 0$ and $(1 - \pi)e^{-(n-m+1)/I_f} \geq 0$, then the second term of the above equation is bounded according to

$$\leq \frac{(1 - \pi)(1 + c)}{\pi}. \hspace{1cm} (3.3.27)$$

Therefore in order to show that $|r(n) - \tilde{r}(n)|$ approaches zero almost surely, we only need to show that

$$n|e^{-(n-m+1)/I_f} - e^{-(z+i+\ldots+z_n)}| \to 0 \hspace{1cm} (3.3.28)$$

almost surely. Notice that

$$n|e^{-(n-m+1)/I_f} - e^{-(z+i+\ldots+z_n)}| \leq \max\{ne^{-(n-m+1)/I_f}, ne^{-(z+i+\ldots+z_n)}\}. \hspace{1cm} (3.3.29)$$

It is easily seen that

$$ne^{-(n-m+1)/I_f} \to 0 \hspace{1cm} (3.3.30)$$

almost surely as $n \to +\infty$ since $I_f > 0$. Now we show that

$$ne^{-(z+i+\ldots+z_n)} \to 0 \hspace{1cm} (3.3.31)$$
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almost surely as \( n \to +\infty \). Using the Strong Law of Large Numbers yields that the following convergence holds almost surely:

\[
\frac{z_m + z_{m+1} + \ldots + z_n}{n - m + 1} \to I_f = E_m(\ln l_m)
\]  

(3.3.32)

as \( n \to +\infty \), where \( 0 < I_f < +\infty \). According to the definition of the limit and the fact that \( I_f > 0 \), there always exists a large integer \( n_m > 0 \) such that the inequality

\[
\frac{z_m + z_{m+1} + \ldots + z_n}{n - m + 1} \geq \frac{I_f}{2}
\]

(3.3.33)

holds almost surely for all \( n \geq n_m \). That is

\[
z_m + z_{m+1} + \ldots + z_n \geq (n - m + 1) \frac{I_f}{2}
\]

(3.3.34)

holds almost surely. Then

\[
0 < ne^{-(z_m+z_{m+1}+\ldots+z_n)} \leq ne^{-(n-m+1)I_f/2}
\]

(3.3.35)

holds almost surely. It is clear that

\[
te^{-(n-m+1)I_f/2} \to 0
\]

(3.3.36)

almost surely as \( n \to +\infty \) since \( I_f > 0 \).

The above argument establishes the almost sure convergence \( r(n) \to \tilde{r}(n) \).

**Proof of** \( \tilde{r}(n) \to r(n) \): It is easily seen that

\[
0 \leq |\tilde{r}(n) - r(n)| = n|e^{-(n-m+1)I_f} - e^{-\ln T_n}| \cdot \frac{\pi(1 - \pi)(1 + c)}{[\pi + (1 - \pi)e^{-\ln T_n}][\pi + (1 - \pi)e^{-(n-m+1)I_f}]}.
\]

(3.3.37)

The second term of the above equation is bounded by

\[
\frac{\pi(1 - \pi)(1 + c)}{[\pi + (1 - \pi)e^{-\ln T_n}][\pi + (1 - \pi)e^{-(n-m+1)I_f}]} \leq \frac{(1 - \pi)(1 + c)}{\pi}
\]

(3.3.38)

Since

\[
T_n = \max_{1 \leq i \leq n} S_i^n \geq S_m^n = e^{z_m + z_{m+1} + \ldots + z_n}
\]

(3.3.39)
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then

\[
0 \leq n |e^{-(n-m+1)I_f} - e^{-ln T_n}| \leq \max\{ne^{-(n-m+1)I_f}, ne^{-\ln T_n}\}
\]
\[
\leq \max\{ne^{-(n-m+1)I_f}, ne^{-\sum \alpha_m + \cdots + \alpha_n}\}.
\]

(3.3.40)

Then using the exactly same argument as that used before yields that \( \hat{r}(n) \to \tilde{r}(n) \) almost surely.

The proof that \( r(n) \to \tilde{r}(n) \) almost surely is straightforward if we notice that

\[
0 < |r(n) - \hat{r}(n)| \leq |r(n) - \tilde{r}(n)| + |\hat{r}(n) - \tilde{r}(n)|.
\]

(3.3.41)

QED

The asymptotic condition C3.1 \( l_i \to 1 \) for all \( i \) implies that \( f_i(x) \to f_0(x) \), i.e., that the signal change becomes very small, and corresponds to the case of low SNR. In the alternative asymptotic condition C3.2, the new procedure is optimal as \( \alpha = 1 - \pi \), the probability of stopping too soon, approaches zero. Since \( m \) is fixed, this latter statement can be intuitively interpreted as the high SNR case.

We now try to solve the second problem of the theoretically optimum decision rule (3.3.10), i.e., noncausality. This problem is addressed by showing that \( \tilde{r}(n) \) is convex under certain conditions.

**PROPOSITION 3.2** If \( I_f < 1/m \), then \( \tilde{r}(n) \) is a convex function of \( n \) for \( n \leq 2/I_f \).

If \( I_f < 1/m \) and \( \alpha < \sqrt{c/(1+c)} \), then there exists a unique minimum point of \( \tilde{r}(n) \).

**PROOF:** Writing \( \tilde{r}(n) \) as

\[
\tilde{r}(n) = cn - (1 - \pi)(1 + c)e^{(n-m+1)I_f} \pi + 1 - \pi.
\]

(3.3.42)

The first derivative of \( \tilde{r}(n) \) with respect to \( n \) is

\[
\tilde{r}'(n) = c - (1 - \pi)(1 + c)e^{(n-m+1)I_f} \pi (1 - nf) + 1 - \pi
\]

(3.3.43)
and the second derivative is
\[
\hat{r}''(n) = (1 - \pi)(1 + c)\frac{e^{(n-m+1)I_f \pi I_f}}{(e^{(n-m+1)I_f \pi I_f} + 1 - \pi)^2}[e^{(n-m+1)I_f \pi(2 - nI_f)} + (2 + nI_f)(1 - \pi)].
\]
(3.3.44)

Therefore the condition \( n \leq 2/I_f \) guarantees \( \hat{r}''(n) > 0 \), i.e., that \( \hat{r}(n) \) is convex.

Substituting \( n = 1/I_f \) into (3.3.43) yields that
\[
\hat{r}'(n)|_{n=1/I_f} = c - (1 - \pi)^2(1 + c)\frac{1}{(e^{(m+1+1/I_f)I_f \pi I_f} + 1 - \pi)^2} > c - (1 - \pi)^2(1 + c) > 0
\]
(3.3.45)
when \( \alpha = 1 - \pi < \sqrt{c/(1 + c)} \), i.e., that \( \hat{r}(n) \) is an increasing function of \( n \) at \( n = 1/I_f \).

From (3.3.43) it is seen that for \( n > 1/I_f \)
\[
\hat{r}'(n) > c - (1 - \pi)(1 + c)\frac{e^{(n-m+1)I_f \pi I_f(1 - I_f/I_f)} + 1 - \pi}{(e^{(n-m+1)I_f \pi I_f} + 1 - \pi)^2} > c - (1 - \pi)^2(1 + c)
\]
(3.3.46)
i.e., that \( \hat{r}(n) \) is an increasing function for all \( n \geq 1/I_f \). Combining the above fact with the convexity of \( \hat{r}(n) \) yields that \( \hat{r}(n) \) must have a unique minimum point.

QED

To provide some intuitive understanding of the MAR procedure, we plot several runs of the MAR and CUSUM statistics in Figure 3.1, where \( f_0(x_i) = \frac{1}{\sqrt{2\pi\sigma^2}}e^{-\frac{x_i^2}{2\sigma^2}} \) and \( f_1(x_i) = \frac{1}{\sqrt{2\pi\sigma^2}}e^{-\frac{(x_i - \mu_1)^2}{2\sigma^2}} \) with \( \sigma = 0.25 \) and \( \mu_1 = 0.025 \) (the signal-to-noise ratio is then \( SNR \triangleq 20\log \frac{\mu_1}{\sigma} \text{ (db)} = -20\text{db} \)). The change-time is fixed at \( m = 100 \). To have a fixed false alarm probability \( \alpha = 0.1 \), our experiments (the same experiment is repeated 50000 times) show that the decision threshold for the CUSUM must be \( B = 4.61 \), and the design parameters for the MAR are chosen to be \( \pi_0 = \alpha_0 = 0.0162966 \). Ten randomly chosen experiments are plotted in Figure 3.1. The numbers 1, 2, ..., 10 at the end of each curve represent the position of the stopping-times for the MAR procedure. From Figure
3.1, it is clear that for \( B = 4.61 \), the CUSUM has much larger delays in the experiments No.1, No.2, No.4, No.5, No.6, No.7, No.8, No.9. In No.10 the CUSUM has a false alarm (the new procedure does not have any false alarm in the ten randomly chosen experiments). Only in No.3 is the CUSUM better than the new procedure.

It should be noted that the overall false alarm rate may sometimes be described by the weighted false alarm ARL \( \alpha N_{fm} \) and the overall delay performance can be described by the weighted correct detection ARL \( \pi D_m \), where \( \alpha \) is the overall false alarm probability. It can be easily shown that the optimality in Lemma 3.1 can be modified to be

\[
\pi_b D_{bm} \leq \pi D_m \tag{3.3.47}
\]

subject to

\[
\alpha_b N_{bfm} \leq \alpha N_{fm}. \tag{3.3.48}
\]

The optimality defined above is necessary for that in Lemma 3.1. When \( \alpha_b = \alpha \), the above optimality is the same as that in Lemma 3.1. Practically, in comparing the performance of two procedures, sometimes it is impossible to satisfy both \( \alpha_1 = \alpha_2 \) and \( N_{bfm} \leq N_{fm} \). For these cases, weighted ARLs may be reasonable measures of performance.

3.4 Sensitivity with Respect to Design Parameters

Ideally, a procedure should not be sensitive to different choices of design parameters. For CUSUM, this is not an issue since the only design parameter is a decision threshold, \( B \), which has a one-to-one correspondence with the false alarm probability, \( \alpha \), for a given distribution. On the other hand, both FSS and GRS procedures require more than one design parameter. It has been shown [92] that the performance of the FSS procedure, is very sensitive to different pairs of window sizes, \( w \), and thresholds, \( d \). In the case of the GRS procedure, it is proposed in [102, 94] that the parameter \( p \) be set to \( p = 0 \), corresponding to an approximately uniform prior change-time distribution in \((0, +\infty)\).
For the MAR procedure described by Eqs. (3.2.1) and (3.2.2), two design parameters \( \pi_0 \) and \( c_0 \) are required, and an analytical test design procedure is an open problem. However, from extensive simulation, we have observed that different pairs of \( \pi_0 \) and \( c_0 \) do not alter the performance of the new procedure significantly. In fact, simply choosing

\[
\pi_0 = c_0
\]  

(3.4.1)
does not degrade performance significantly from an optimized design. A precise analytical justification for this observation has not been found. Intuitively, this may be expected since \( \hat{r}(n) \) is an approximation to overall risk \( r(n) \). Therefore, \( \pi_0 \) and \( c_0 \) cannot be interpreted, respectively, as detection probability and unit cost of delay. Only in the asymptotic situation \( n \to +\infty \), \( \hat{r}(n) \) approaches \( r(n) \), and \( c_0 \) may be interpreted as the unit cost of each delayed sample. Thus, for a finite change time, \( m \), if \( n \to +\infty \), the value of \( c_0 \) becomes less critical to performance.

Typical simulation results, shown in Table 3.1 and Figures 3.2-3.2c support the arbitrary choice of \( c_0 \) given in Eq. (3.4.1). This insensitivity is easily seen in a wide neighborhood around \( \pi_0 = c_0 \). In Figure 3.2, when \( c_0 \) is large (greater than .01), a slightly higher false alarm probability, \( \alpha \), is traded off by a smaller average delay, \( D_m \), since \( \pi_0 \) is held fixed. Similar behavior was also observed for a wide range of SNR's. In practice, therefore, the new procedure seems to require only one design parameter \( \pi_0 \), and as a result, effectively shares the desirable insensitivity of the CUSUM procedure.
Figure 3.1: Plot of the CUSUM statistics for 10 experiments which are chosen randomly. $SNR = -20dB$. The change-time $m = 100$. The numbers $1, 2, ..., 10$ at the end of each curve represent the position of the stopping times of the New Procedure. To have an overall false alarm probability $\alpha = 0.1$, a constant decision threshold must be chosen as $B = 4.61$ for the CUSUM, and $\pi_0 = c_0 = 0.0162966$ for the new procedure.
Figure 3.2: Performance of the new procedure for a wide range of $c_0$ values. Here, $m = 500$, $SNR = -20dB$, $\pi_0 = 8.7 \times 10^{-4}$ (i.e. $\log_{10} \pi_0 = -3.06$). As shown, performance is insensitive to different $c_0$.

Figure 3.2a: Performance of the new procedure for a wide range of $c_0$ values. Here, $m = 500$, $SNR = -10.5dB$, $\pi_0 = 6.52 \times 10^{-5}$ (i.e. $\log_{10} \pi_0 = -4.186$). As shown, performance is insensitive to different $c_0$. 
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Figure 3.2b: Performance of the new procedure for a wide range of $c_0$ values. Here, $m = 500$, $SNR = 0.0 dB$, $n_0 = 7.84 \times 10^{-6}$ (i.e. $\log_{10} n_0 = -5.106$). As shown, performance is insensitive to different $c_0$.

Figure 3.2c: Performance of the new procedure for a wide range of $c_0$ values. Here, $m = 500$, $SNR = 6.0 dB$, $n_0 = 4.62 \times 10^{-6}$ (i.e. $\log_{10} n_0 = -5.335$). As shown, performance is insensitive to different $c_0$. 
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3.5 Nonasymptotic Performance: Simulation Results

In this section we are going to simulate and compare the performance of four different procedures: (i) the MAR procedure defined by Eqs. (3.2.1) (3.2.2); (ii) Page's CUSUM procedure (described in Subsection 2.2.1); (iii) a moving-window FSS procedure (described in Subsection 2.2.2); (iv) the GRS procedure. The four procedures have similar computational complexity.

3.5.1 Simulation Methodology

The modified Shiryaev criterion given by (3.1.10) is used to compare the performance of the four procedures. Given \( f_0, f_1 \), and fixed \( m \), design parameters are chosen to ensure that the overall false alarm probability, \( \alpha = 1 - \pi \), is the same for all four procedures. The average delay, \( D_m \), and false alarm average run length \( N_f = E(N|\bar{\Theta}_N) \) are compared.

Ensuring the same false alarm probability across the four different quickest detection algorithms is nontrivial, since each procedure lacks an exact, analytical threshold design procedure (the threshold bounds derived in section 3.6 may only be used as a guideline). Given change-time, \( m \), and \( W \) identical simulations, let \( W_1 \) and \( W_2 \), respectively, denote the number of trials resulting in false alarm and correct detection, with corresponding sample sizes given by \( N_1, N_2, ..., N_{W_1} \) and \( N_1^*, N_2^*, ..., N_{W_2}^* \). For sufficiently large \( W_1 \) and \( W_2 \), we have

\[
\pi \approx \frac{W_2}{W}, \tag{3.5.1}
\]

\[
N_f = E(N|\bar{\Theta}_N) \approx \frac{N_1 + N_2 + \ldots + N_{W_1}}{W_1}, \tag{3.5.2}
\]

and

\[
N_d = E(N|\Theta_N) \approx \frac{N_1^* + N_2^* + \ldots + N_{W_2}^*}{W_2}, \tag{3.5.3}
\]

where \( N_f \) denotes the false alarm average run length and \( N_d \) the correct detection average.
run length. Then the average delay is

\[ D_m = N_d - m + 1. \]  \hspace{1cm} (3.5.1)

The 90% confidence intervals for the above quantities are \((\pi - \delta \pi, \pi + \delta \pi), (N_f - \delta N_f, N_f + \delta N_f)\) and \((N_d - \delta N_d, N_d + \delta N_d)\) with (see [30])

\[ \delta \pi = 1.645 \sqrt{\frac{\pi(1 - \pi)}{W}}, \]  \hspace{1cm} (3.5.5)

\[ \delta N_f = 1.282 \sqrt{\frac{S_f^2}{W_1}}, \]  \hspace{1cm} (3.5.6)

and

\[ \delta N_d = 1.282 \sqrt{\frac{S_d^2}{W_2}}, \]  \hspace{1cm} (3.5.7)

where

\[ S_f^2 \approx \frac{\sum_{i=1}^{W_1} (N_i - N_f)^2}{W_1} = \frac{\sum_{i=1}^{W_1} N_i^2}{W_1} - N_f^2 \]  \hspace{1cm} (3.5.8)

and

\[ S_d^2 \approx \frac{\sum_{i=1}^{W_2} (N_i^2 - N_d)^2}{W_2} = \frac{\sum_{i=1}^{W_2} N_i^2}{W_2} - N_d^2. \]  \hspace{1cm} (3.5.9)

The above relations are used to determine adequate sample sizes \(W_1\) and \(W_2\). Some typical values are listed in Table 3.2. Since \(\pi\) can never be exactly equated for the four procedures in experiments, we set the value of \(\pi\) for the MAR procedure to be no smaller than that of CUSUM, FSS, and GRS.

As mentioned in Section 3.4, CUSUM has only one design parameter, and the MAR procedure also has effectively one design parameter due to its insensitivity to the design parameter \(c_0\). However, the FSS procedure is very sensitive to \(d\) and \(w\), and therefore search is used to optimize the FSS procedure for each case. As is suggested in [102, 94], the algorithm (2.2.31) is used for the GRS procedure, where \(p\) and threshold \(A\) are design parameters.

In Subsections 3.5.2 and 3.5.3, we compare the performance of the new procedure, the FSS, CUSUM and a special case of the GRS \((p = 0)\) for Gaussian and non-Gaussian
distributions respectively. In Subsection 3.5.4, we compare the performance of the new procedure with the GRS procedure with \( p \neq 0 \).

### 3.5.2 Simulation Results: Detection of a Change in the mean of a Gaussian Distribution

#### The Model

First we simulate the case of a constant signal in Gaussian noise, which arises in a variety of applications. The discrete-time model is

\[
X_i = \begin{cases}
N_i & \text{if } i < m \\
N_i + \mu_1 & \text{if } i \geq m
\end{cases}
\]  

(3.5.10)

where \( i = 1, 2, ..., \mu_1 \) is a constant, and \( N_i \) is i.i.d additive white Gaussian noise (AWGN).

The pdfs for this model are

\[
f_0(x_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x_i^2}{2\sigma^2}} \quad \text{if } i < m
\]

(3.5.11)

and

\[
f_1(x_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x_i-\mu_1)^2}{2\sigma^2}} \quad \text{if } i \geq m
\]

(3.5.12)

where \( \sigma^2 \) is the variance (and also the energy) of the AWGN \( N_i \).

#### The Performance for Different SNR's

For fixed change-time \( m = 500 \), we first compare the performance of three procedures for different SNRs. The simulation results are shown in Table 3.2 and Figures 3.3-3.6, where the overall false alarm probability \( \alpha = 0.1 \), the noise amplitude \( \sigma = 0.25 \), and \( SNR \triangleq 20 \log \frac{\mu_1}{\sigma}(db) \). The corresponding 90% confidence intervals are shown in Table 3.2.

As predicted by the asymptotic convergence property, it is seen that the new procedure outperforms the other procedures significantly as the \( SNR \rightarrow -\infty (dB) \). For \(-20 \)
db SNR, the new procedure is over 31.8% faster than CUSUM and 38.6% faster than moving-window FSS procedure. As is evident in Figure 3.6, the false alarm ARL of the new procedure is significantly longer than the other procedures, which together with the average delay performance results shown in Figures 3.3-3.5, shows that the new procedure outperforms the CUSUM, FSS, and GRS procedures in these cases. It may seem surprising that the GRS procedure outperforms CUSUM. However, this comparison is based on the modified Shiryaev criterion rather than Lorden's criterion.

The Performance for Different Change Times

The performance also varies with change-time, \( m \), as shown in Figures 3.7-3.9. With the overall false alarm probability \( \alpha = 0.1 \), the noise amplitude \( \sigma = 0.25 \), and \( SNR = -6.0db \), we observe that for all change-times tried, \( D_m \) for the new procedure is the shortest, while \( N_f \) is the longest. By examining Fig.3.7, we note that for small \( m \), CUSUM is outperformed by the FSS procedure, which confirms earlier results reported in [31, 41, 42]. Again it is observed that GRS has shorter average delays than CUSUM. Also, note that when \( m \to +\infty \), \( D_m \) should go to +\( \infty \) for a fixed \( \alpha < 1 \). Particularly, when \( m \to +\infty \) and \( \alpha < 1 \) is fixed, the decision thresholds for GRS, FSS and CUSUM approach +\( \infty \), while the design parameters for the new procedure tend to zero.

The Performance for Different False Alarm Probabilities

The performance also varies with different \( \alpha \), as shown in Figures 3.10 and 3.11. Here the change time is \( m = 500 \), the noise amplitude \( \sigma = 0.25 \), and \( SNR = -6.0db \). It is clear that for all false alarm probabilities tried, \( D_m \) for the new procedure is the shortest, while \( N_f \) is the longest. It is noteworthy that the relative superiority of the new procedure improves as \( \alpha \) goes to 0, as predicted by the asymptotic convergence property.
3.5.3 Simulation Results: Detection of a Change in non-Gaussian Distribution

We also considered the case of quickest detection of a change in a non-Gaussian distribution where

\[ f_0(x) = \frac{x}{\sigma^2} e^{-\frac{x^2}{2\sigma^2}}, \] (3.5.13)

and

\[ f_1(x) = \frac{x}{\sigma^2} e^{-\frac{x^2 + A^2}{2\sigma^2}} I_0\left(\frac{A}{\sigma^2}\right). \] (3.5.14)

The pdfs \( f_0 \) and \( f_1 \) are Rayleigh and Ricean densities respectively, and \( I_0 \) is the modified Bessel function of the first kind and order zero. This model describes envelope detection of a sinusoidal signal in Gaussian noise [107]. Here, the signal-to-noise-ratio, defined by \( SNR \equiv 20 \log \frac{A}{\sigma} \; (db) \), is varied, while \( m \) and \( \alpha \) are held fixed at 500 and 0.1, respectively. From Figures 3.12-3.15, it is clear that for all SNR's tried, \( D_m \) for the new procedure is the shortest, while \( N_f \) is the longest. We observe performance results similar to those described for the Gaussian case. Note that GRS also outperforms CUSUM for this case.

3.5.4 Performance Comparison of MAR and GRS with \( p > 0 \)

In the last two subsections a special case of the GRS procedure when \( p = 0 \) was compared to the new procedure and other existing procedures. It was observed that the new procedure and the GRS outperforms CUSUM and FSS according to the modified Shiryaev criterion. Under the same criterion, it appears that the new procedure has better performance than the special case of GRS. However, this is not the case for the GRS procedure if \( p \neq 0 \). When \( p > 0 \), the GRS procedure assumes that the change occurs with greater probability for smaller change-time \( m \). Since the GRS procedure is optimal for a geometric change-time distribution, we would expect that the GRS procedure may perform well if the actual change-time is not much greater than the mean of
the prior geometric distribution, i.e.,

\[ E(M) = \sum_{m=1}^{+\infty} m P(M = m) \]
\[ = \sum_{m=1}^{+\infty} m(1 - p)^{m-1}p \]
\[ = \frac{1}{p}. \quad (3.5.15) \]

Using the same Gaussian distribution model, we simulated the GRS procedure for \( p = 0.01 \), i.e., \( E(M) = 100 \). As shown in Figures 3.16-3.19, the MAR procedure outperforms GRS if the SNR is not very small. However, from Figures 3.20 and 3.21 it appears that GRS performs better than the MAR procedure if the SNR is very small and the actual change-time \( m \) is less than 3500.
<table>
<thead>
<tr>
<th>$\mu_1$</th>
<th>SNR</th>
<th>$\sigma \pm \delta \sigma$</th>
<th>$N_f \pm \delta N_f$</th>
<th>$D_m \pm \delta D_m$</th>
<th>$\pi_0$</th>
<th>$c_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.232 ± .003</td>
<td>365.7 ± 1.1</td>
<td>161.0 ± 0.8</td>
<td>$8.7 \times 10^{-4}$</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>.025</td>
<td>.114 ± .002</td>
<td>379.3 ± 1.4</td>
<td>226.2 ± 1.0</td>
<td>$8.7 \times 10^{-4}$</td>
<td>.087</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.100 ± .002</td>
<td>379.1 ± 1.5</td>
<td>235.7 ± 1.0</td>
<td>$8.7 \times 10^{-4}$</td>
<td>.0087</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.100 ± .002</td>
<td>381.6 ± 1.5</td>
<td>238.2 ± 1.0</td>
<td>$\pi_0 = c_0 = 8.7 \times 10^{-4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.098 ± .002</td>
<td>380.6 ± 1.5</td>
<td>237.9 ± 1.0</td>
<td>$8.7 \times 10^{-4}$</td>
<td>$8.7 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.101 ± .002</td>
<td>379.0 ± 1.5</td>
<td>237.3 ± 1.0</td>
<td>$8.7 \times 10^{-4}$</td>
<td>$8.7 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.101 ± .002</td>
<td>380.9 ± 1.5</td>
<td>237.6 ± 1.0</td>
<td>$8.7 \times 10^{-4}$</td>
<td>$8.7 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.100 ± .002</td>
<td>340.5 ± 2.0</td>
<td>72.6 ± 3.0</td>
<td>$6.52 \times 10^{-5}$</td>
<td>.0652</td>
<td></td>
</tr>
<tr>
<td>.075</td>
<td>.097 ± .002</td>
<td>342.4 ± 2.0</td>
<td>73.7 ± 3.0</td>
<td>$6.52 \times 10^{-5}$</td>
<td>.00652</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.093 ± .002</td>
<td>339.7 ± 2.0</td>
<td>74.1 ± 3.0</td>
<td>$6.52 \times 10^{-5}$</td>
<td>.000652</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.094 ± .002</td>
<td>341.4 ± 2.0</td>
<td>73.9 ± 3.0</td>
<td>$\pi_0 = c_0 = 6.52 \times 10^{-5}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.095 ± .002</td>
<td>339.8 ± 2.0</td>
<td>74.1 ± 3.0</td>
<td>$6.52 \times 10^{-5}$</td>
<td>$6.52 \times 10^{-6}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.097 ± .002</td>
<td>341.8 ± 2.0</td>
<td>74.2 ± 3.0</td>
<td>$6.52 \times 10^{-5}$</td>
<td>$6.52 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.095 ± .002</td>
<td>338.7 ± 2.0</td>
<td>74.1 ± 3.0</td>
<td>$6.52 \times 10^{-5}$</td>
<td>$6.52 \times 10^{-8}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.099 ± .002</td>
<td>332.8 ± 2.1</td>
<td>11.6 ± 0.2</td>
<td>$7.84 \times 10^{-6}$</td>
<td>.00784</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.099 ± .002</td>
<td>330.5 ± 2.1</td>
<td>11.6 ± 0.2</td>
<td>$7.84 \times 10^{-6}$</td>
<td>.000784</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.100 ± .002</td>
<td>327.7 ± 2.1</td>
<td>11.5 ± 0.2</td>
<td>$7.84 \times 10^{-6}$</td>
<td>$7.84 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.098 ± .002</td>
<td>333.1 ± 2.1</td>
<td>11.6 ± 0.2</td>
<td>$\pi_0 = c_0 = 7.84 \times 10^{-6}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.101 ± .002</td>
<td>329.0 ± 2.1</td>
<td>10.5 ± 0.2</td>
<td>$7.84 \times 10^{-6}$</td>
<td>$7.84 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.099 ± .002</td>
<td>330.9 ± 2.1</td>
<td>11.5 ± 0.2</td>
<td>$7.84 \times 10^{-6}$</td>
<td>$7.84 \times 10^{-8}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.100 ± .002</td>
<td>330.9 ± 2.1</td>
<td>11.6 ± 0.2</td>
<td>$7.84 \times 10^{-6}$</td>
<td>$7.84 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.096 ± .002</td>
<td>329.1 ± 2.2</td>
<td>3.76 ± 0.5</td>
<td>$4.62 \times 10^{-6}$</td>
<td>.00462</td>
<td></td>
</tr>
<tr>
<td>.025</td>
<td>.097 ± .002</td>
<td>330.6 ± 2.2</td>
<td>3.76 ± 0.5</td>
<td>$4.62 \times 10^{-6}$</td>
<td>.000462</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.096 ± .002</td>
<td>329.1 ± 2.2</td>
<td>3.76 ± 0.5</td>
<td>$4.62 \times 10^{-6}$</td>
<td>$4.62 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.095 ± .002</td>
<td>329.4 ± 2.2</td>
<td>3.76 ± 0.5</td>
<td>$\pi_0 = c_0 = 4.62 \times 10^{-6}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.499</td>
<td>.096 ± .002</td>
<td>330.1 ± 2.2</td>
<td>3.75 ± 0.5</td>
<td>$4.62 \times 10^{-6}$</td>
<td>$4.62 \times 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.095 ± .002</td>
<td>330.9 ± 2.2</td>
<td>3.76 ± 0.4</td>
<td>$4.62 \times 10^{-6}$</td>
<td>$4.62 \times 10^{-8}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.097 ± .002</td>
<td>329.3 ± 2.2</td>
<td>3.78 ± 0.5</td>
<td>$4.62 \times 10^{-6}$</td>
<td>$4.62 \times 10^{-9}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Insensitivity of design parameter $c_0$. 
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<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$SNR$</th>
<th>$\alpha \pm \delta\alpha$</th>
<th>$N_f \pm \delta N_f$</th>
<th>$D_m \pm \delta D_m$</th>
<th>Design Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>.025</td>
<td>-20.0</td>
<td>.10 ± .002</td>
<td>381.6 ± 1.5</td>
<td>238.2 ± 1.0</td>
<td>$\pi_0 = c_0 = 8.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>CUSUM</td>
<td>.025</td>
<td>-20.0</td>
<td>.103 ± .002</td>
<td>322.6 ± 1.9</td>
<td>350.5 ± 1.6</td>
<td>$ln B = 2.878$</td>
</tr>
<tr>
<td>FSS</td>
<td>.025</td>
<td>-20.0</td>
<td>.101 ± .002</td>
<td>333.2 ± 1.6</td>
<td>388.5 ± 1.8</td>
<td>$ln d = 2.259, w = 218$</td>
</tr>
<tr>
<td>GRS</td>
<td>.025</td>
<td>-20.0</td>
<td>.104 ± .002</td>
<td>372.8 ± 1.5</td>
<td>276.3 ± 1.2</td>
<td>$p = 0, A = 2002.9$</td>
</tr>
<tr>
<td>New</td>
<td>.044</td>
<td>-15.0</td>
<td>.098 ± .002</td>
<td>355.9 ± 1.8</td>
<td>143.2 ± 0.6</td>
<td>$\pi_0 = c_0 = 2.13 \times 10^{-4}$</td>
</tr>
<tr>
<td>CUSUM</td>
<td>.044</td>
<td>-15.0</td>
<td>.103 ± .002</td>
<td>297.2 ± 2.1</td>
<td>175.6 ± 0.7</td>
<td>$ln B = 3.944$</td>
</tr>
<tr>
<td>FSS</td>
<td>.044</td>
<td>-15.0</td>
<td>.104 ± .002</td>
<td>297.3 ± 2.1</td>
<td>196.2 ± 0.9</td>
<td>$ln d = 3.139, w = 121$</td>
</tr>
<tr>
<td>GRS</td>
<td>.044</td>
<td>-15.0</td>
<td>.111 ± .002</td>
<td>324.4 ± 1.8</td>
<td>159.4 ± 0.6</td>
<td>$p = 0, A = 2727.6$</td>
</tr>
<tr>
<td>New</td>
<td>.074</td>
<td>-10.5</td>
<td>.094 ± .002</td>
<td>341.4 ± 2.0</td>
<td>73.9 ± 0.3</td>
<td>$\pi_0 = c_0 = 6.52 \times 10^{-5}$</td>
</tr>
<tr>
<td>CUSUM</td>
<td>.074</td>
<td>-10.5</td>
<td>.099 ± .002</td>
<td>278.4 ± 2.3</td>
<td>86.4 ± 0.3</td>
<td>$ln B = 4.928$</td>
</tr>
<tr>
<td>FSS</td>
<td>.074</td>
<td>-10.5</td>
<td>.101 ± .002</td>
<td>289.0 ± 2.1</td>
<td>91.3 ± 0.3</td>
<td>$ln d = 3.42, w = 106$</td>
</tr>
<tr>
<td>GRS</td>
<td>.074</td>
<td>-10.5</td>
<td>.114 ± .002</td>
<td>285.2 ± 2.1</td>
<td>81.7 ± 0.3</td>
<td>$p = 0, A = 3078.3$</td>
</tr>
<tr>
<td>New</td>
<td>.125</td>
<td>-6.0</td>
<td>.093 ± .002</td>
<td>332.7 ± 2.2</td>
<td>34.6 ± 0.1</td>
<td>$\pi_0 = c_0 = 2.29 \times 10^{-5}$</td>
</tr>
<tr>
<td>CUSUM</td>
<td>.125</td>
<td>-6.0</td>
<td>.099 ± .002</td>
<td>261.1 ± 2.5</td>
<td>39.3 ± 0.1</td>
<td>$ln B = 5.781$</td>
</tr>
<tr>
<td>FSS</td>
<td>.125</td>
<td>-6.0</td>
<td>.103 ± .002</td>
<td>267.0 ± 2.3</td>
<td>42.3 ± 0.1</td>
<td>$ln d = 4.041, w = 51$</td>
</tr>
<tr>
<td>GRS</td>
<td>.125</td>
<td>-6.0</td>
<td>.102 ± .002</td>
<td>266.9 ± 2.4</td>
<td>38.5 ± 0.1</td>
<td>$p = 0, A = 3405.3$</td>
</tr>
<tr>
<td>New</td>
<td>.25</td>
<td>0.0</td>
<td>.098 ± .002</td>
<td>333.1 ± 2.1</td>
<td>11.6 ± 0.2</td>
<td>$\pi_0 = c_0 = 7.84 \times 10^{-6}$</td>
</tr>
<tr>
<td>CUSUM</td>
<td>.25</td>
<td>0.0</td>
<td>.100 ± .002</td>
<td>253.6 ± 2.6</td>
<td>12.8 ± 0.2</td>
<td>$ln B = 6.611$</td>
</tr>
<tr>
<td>FSS</td>
<td>.25</td>
<td>0.0</td>
<td>.104 ± .002</td>
<td>249.4 ± 2.5</td>
<td>13.8 ± 0.3</td>
<td>$ln d = 5.440, w = 12$</td>
</tr>
<tr>
<td>GRS</td>
<td>.25</td>
<td>0.0</td>
<td>.097 ± .002</td>
<td>251.3 ± 2.6</td>
<td>12.7 ± 0.2</td>
<td>$p = 0, A = 2678.6$</td>
</tr>
<tr>
<td>New</td>
<td>.5</td>
<td>6.0</td>
<td>.095 ± .002</td>
<td>329.4 ± 2.2</td>
<td>3.8 ± 0.5</td>
<td>$\pi_0 = c_0 = 4.62 \times 10^{-6}$</td>
</tr>
<tr>
<td>CUSUM</td>
<td>.5</td>
<td>6.0</td>
<td>.112 ± .002</td>
<td>243.6 ± 2.4</td>
<td>4.0 ± 0.5</td>
<td>$ln B = 6.768$</td>
</tr>
<tr>
<td>FSS</td>
<td>.5</td>
<td>6.0</td>
<td>.101 ± .002</td>
<td>247.0 ± 2.6</td>
<td>4.4 ± 0.6</td>
<td>$ln d = 5.878, w = 4$</td>
</tr>
<tr>
<td>GRS</td>
<td>.5</td>
<td>6.0</td>
<td>.095 ± .002</td>
<td>246.0 ± 2.6</td>
<td>4.1 ± 0.5</td>
<td>$p = 0, A = 1624.7$</td>
</tr>
</tbody>
</table>

Table 3.2: Simulation results for the new procedure, CUSUM, FSS and GRS procedures. The number of simulations $W = 50000$. The change-time $m = 500$. $f_0$ and $f_1$ are Gaussian with mean $0$ and $\mu_1$ respectively, and a common variance $\sigma^2 = 0.25^2$. $SNR \triangleq 20 \log \frac{\mu_0}{\sigma} (\text{db})$. $N_f$ is the false alarm ARL and $D_m$ is average delay.
Figure 3.3: Quickest detection of a change in the mean of Gaussian distribution. The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The average delay v.s. SNR (weak signal).

Figure 3.4: Quickest detection of a change in the mean of Gaussian distribution. The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The average delay v.s. SNR (weak signal).
Figure 3.5: Quickest detection of a change in the mean of Gaussian distribution. $\alpha = 0.1$. 

$m = 500$. The average delay v.s. SNR (strong signal).

False Alarm ARL $N_f$

Figure 3.6: Quickest detection of a change in the mean of Gaussian distribution. The false alarm ARL $N_f$ v.s. SNR. $m = 500$. $\alpha = 0.1$. The false alarm rate is described by $\alpha$ and $N_f$ together. For given $\alpha$, a larger $N_f$ implies a smaller false alarm rate.
Figure 3.7: Quickest detection of a change in the mean of Gaussian distribution. The average delay $D_m$ v.s. change-time $m$. The signal-to-noise ratio $SNR = -6.0db$. The false alarm probability is $\alpha = 0.1$.

Figure 3.8: Quickest detection of a change in the mean of Gaussian distribution. The average delay $D_m$ v.s. change-time $m$. The signal-to-noise ratio $SNR = -6.0db$. The false alarm probability is $\alpha = 0.1$. 
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Figure 3.9: Quickest detection of a change in the mean of Gaussian distribution. The false alarm average run length $N_f$ v.s. change-time $m$. The signal-to-noise ratio $SNR = -6.0\, db$. The false alarm probability is $\alpha = 0.1$. 
Figure 3.10: Quickest detection of a change in the mean of Gaussian distribution. The average delay $D_m$ v.s. false alarm probability $\alpha$. The SNR is $-6.0\,db$. $m = 500$.

Figure 3.11: Quickest detection of a change in the mean of Gaussian distribution. The false alarm ARL $N_f$ v.s. false alarm probability $\alpha$. The SNR is $-6.0\,db$. $m = 500$. 

68
Figure 3.12: Quickest detection of a change in non-Gaussian distribution. The average delay $D_m$ v.s. $SNR$ (strong signal). The change-time is $m = 500$. The false alarm probability is $\alpha = 0.1$.

Figure 3.13: Quickest detection of a change in non-Gaussian distribution. The average delay $D_m$ v.s. $SNR$ (weak signal). The change-time is $m = 500$. The false alarm probability is $\alpha = 0.1$. 
Figure 3.14: Quickest detection of a change in non-Gaussian distribution. The average delay $D_m$ v.s. $SNR$ (weak signal). The change-time is $m = 500$. The false alarm probability is $\alpha = 0.1$.

False Alarm ARL $N_f$

Figure 3.15: Quickest detection of a change in non-Gaussian distribution. The false alarm ARL $N_f$ v.s. $SNR$. The change-time is $m = 500$. The false alarm probability is $\alpha = 0.1$. 
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Figure 3.16: Quickest detection of a change in the mean of Gaussian distribution. $\alpha = 0.1$. $SNR = -6 dB$.

Figure 3.17: Quickest detection of a change in the mean of Gaussian distribution. $\alpha = 0.1$. $SNR = -6 dB$. 
Figure 3.18: Quickest detection of a change in the mean of Gaussian distribution. $\alpha = 0.1. SNR = -12.\text{dB}$.

Figure 3.19: Quickest detection of a change in the mean of Gaussian distribution. $\alpha = 0.1. SNR = -12.\text{dB}$.
Figure 3.20: Quickest detection of a change in the mean of Gaussian distribution. $\alpha = 0.1$. $SNR = -20 dB$.

Figure 3.21: Quickest detection of a change in the mean of Gaussian distribution. $\alpha = 0.1$. $SNR = -20 dB$. 
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3.6 False Alarm Probability of Change Detection Procedures

When no change ever occurs (i.e. $H_0$ is true for all $m \geq 1$), the false alarm average run length (ARL) has been studied by a number of researchers [89, 102, 41, 77, 92], mainly for designing thresholds under the Lorden or QC criteria. However, the problem of computing false alarm probabilities (FAP) for change-detection procedures has not been carefully studied in the existing literature. In this section we will present a number of properties concerning the false alarm probability of three change-detection procedures. These properties may be helpful for choosing thresholds and for understanding the relationship of the change-detection procedures with respect to their thresholds and model parameters.

Two reasonably tight FAP upper bounds for the CUSUM and MAR procedures are derived. The almost sure (a.s.) termination of CUSUM, MAR and GRS is proved. The CUSUM procedure will be first studied, followed by a study of the MAR procedure defined by (3.2.1) and (3.2.2). The GRS procedure will be addressed in the last subsection.

3.6.1 False Alarm Probability of CUSUM

I. Almost Sure Termination of CUSUM

We first present two propositions showing the almost sure (a.s.) termination of CUSUM.

PROPOSITION 3.3 If a change never occurs, i.e.

$$m = +\infty,$$  \hspace{1cm} (3.6.1)

then the false alarm probability of the CUSUM procedure equals 1, i.e.

$$\alpha = P_0\{N < +\infty\} = P_\infty\{N < +\infty\} = 1.$$  \hspace{1cm} (3.6.2)
PROOF: Notice that the CUSUM is equivalent to a repeated SPRT with upper threshold $B$ and lower threshold 1, which we denote by $\text{SPRT}(1, B)$ (see Figure 2.1). Let $a_{ok}$ denote the event that the $k$th SPRT accepts $H_0$. For $m = +\infty$, the false alarm probability

$$\alpha = 1 - P_0\left\{ \bigcap_{k=1}^{\infty} a_{ok} \right\} = 1 - \lim_{n \to \infty} \prod_{k=1}^{n} P_0\{a_{ok}\}$$  \hspace{1cm} (3.6.3)$$

where $a_{o1}, a_{o2}, ..., a_{on}$ are mutually independent. It should be noted that an SPRT$(1, B)$ terminates with probability 1 [119, 44]. Since

$$P_0\{a_{ok}\} = P_0\{\text{SPRT}(1, B) \text{ accepts } H_0\} = 1 - \alpha_{\text{SPRT}(1,B)}$$  \hspace{1cm} (3.6.4)$$

where the fact that an SPRT$(1, B)$ terminates with probability 1 is again used. The error probability $\alpha_{\text{SPRT}(1,B)}$ of the first type of the SPRT$(1, B)$ satisfies $0 < \alpha_{\text{SPRT}(1,B)} < 1$ for $f_0 \neq f_1$. Therefore

$$\alpha = 1 - \lim_{n \to \infty} (1 - \alpha_{\text{SPRT}(1,B)})^n = 1.$$  \hspace{1cm} (3.6.5)$$

QED

The following proposition states that the CUSUM terminates with probability one for any change-time $m \geq 1$.

PROPOSITION 3.4 For any change-time $m \geq 1$, the CUSUM procedure terminates with probability 1, i.e.

$$P_m\{N < +\infty\} = 1.$$  \hspace{1cm} (3.6.6)$$

PROOF: There are two cases: (i) $m = +\infty$, and (ii) $m < +\infty$.

For $m = +\infty$, the proposition is actually a re-statement of Proposition 3.3, since

$$\alpha = P_m\{N < m\}_{m=+\infty} = P_\infty\{N < +\infty\}$$  \hspace{1cm} (3.6.7)$$

which equals 1 according to Proposition 3.3.

For $m < +\infty$, let $D_1, D_2, ..., D_n$ denote the event that the first, second, ..., and $n$th SPRT$(1,B)$ start before the change-time $m$ and accept $H_0$ respectively, and $E_1, E_2, ...$
denote the event that the first, second. ... SPRT(1,B) start after or at m and accept \( H_0 \) respectively (see Figure 2.1). Then

\[
P_m\{N < +\infty\} = 1 - P_m\left\{ \bigcap_{i=1}^{n} D_i \bigcap_{j=1}^{+\infty} E_j \right\} \\
\geq 1 - P_m\left\{ \bigcap_{j=1}^{+\infty} E_j \right\} \\
= 1 - \lim_{n' \to +\infty} \prod_{j=1}^{n'} P_i\{E_j\} \tag{3.6.8}
\]

Since

\[
P_i\{E_j\} = P_i\{\text{SPRT(1,B) accepts } H_0\} = \beta_{\text{SPRT(1,B)}} < 1 \tag{3.6.9}
\]

then

\[
1 \geq P_m\{N < +\infty\} \geq 1 - \lim_{n' \to +\infty} \beta_{\text{SPRT(1,B)}}^{n'} = 1 \tag{3.6.10}
\]

i.e.

\[
P_m\{N < +\infty\} = 1. \tag{3.6.11}
\]

QED

II. False Alarm Probability Bound of CUSUM

Now we present a lower and an upper bound for the false alarm probability (FAP) of the CUSUM procedure.

**PROPOSITION 3.5** The false alarm probability \( \alpha(m, B) \) of the CUSUM procedure satisfies the following inequalities

\[
\alpha(m, B) \geq 1 - [1 - P_0(l_1 \geq B)]^{m-1} = \alpha_L(m, B) \tag{3.6.12}
\]

and

\[
\alpha(m, B) \leq \alpha_U(m, B) = 1 - [1 - P_0(l_1 \geq B)]^{m-1} + \sum_{k=2}^{m-1} (m - k) P_0\{S^k \geq B\} \\
\approx 1 - [1 - P_0(z_1 \geq \ln B)]^{m-1} + \sum_{i=2}^{k'-1} (m - i) P_0\{Z_i \geq \ln B\} + \\
\sum_{k=k'}^{m-1} (m - k) Q\left(\frac{\ln B - k\mu_z}{\sqrt{k\sigma_z}}\right) \tag{3.6.13}
\]
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where \( B \) is the decision threshold, \( m \) is the real change-time, \( l_i \) is the likelihood ratio of the \( i \)th sample, \( S_i^j \) is the likelihood ratio of the \( i \)th through \( j \)th samples as defined in Section 2.1, \( z_i \stackrel{\Delta}{=} \ln l_i \) is the log-likelihood-ratio of the \( i \)th sample, \( Z_i \stackrel{\Delta}{=} z_1 + \ldots + z_i \), \( k' \) is a large integer, \( Q() \) is the tail function of the standard normal distribution, and \( \mu_z \) and \( \sigma_z^2 \) are mean and variance of \( z_i \) respectively.

**PROOF:** According to the definition, the false alarm probability of the CUSUM with threshold \( B \) is

\[
\alpha(m, B) = P_m \{ (T_1 \geq B) \cup (T_2 \geq B) \cup \ldots \cup (T_{m-1} \geq B) \}
\]

Recall the definition (2.2.1) of the CUSUM statistic

\[
T_n \stackrel{\Delta}{=} \max_{1 \leq i \leq n} S_i^n,
\]

It is easily seen that the event \( \{T_n \geq B\} \) is equivalent to \( \{\bigcup_{i=1}^n (S_i^n \geq B)\} \), i.e.

\[
\{T_n \geq B\} = \{\bigcup_{i=1}^n (S_i^n \geq B)\}
\]

(3.6.14)

Therefore

\[
\alpha(m, B) = P_m \{ [(S_1^1 \geq B) \cup (S_1^2 \geq B) \cup (S_2^2 \geq B)] \cup \\
\ldots \cup [(S_1^{m-1} \geq B) \cup (S_2^{m-1} \geq B) \cup \ldots \cup (S_{m-1}^{m-1} \geq B)] \}
\]

\[
= P_0 \{ [(S_1^1 \geq B) \cup (S_2^2 \geq B) \cup \ldots \cup (S_{m-1}^{m-1} \geq B)] \cup \\
[(S_1^3 \geq B) \cup (S_2^3 \geq B) \cup \ldots \cup (S_{m-2}^{m-1} \geq B)] \cup \ldots \cup [S_1^{m-1} \geq B] \}
\]

(3.6.15)

From the above equation it is easily seen that

\[
\alpha(m, B) \geq P_0 \{ (S_1^1 \geq B) \cup (S_2^2 \geq B) \cup \ldots \cup (S_{m-1}^{m-1} \geq B) \}
\]

(3.6.16)

and

\[
\alpha(m, B) \leq P_0 \{ (S_1^1 \geq B) \cup (S_2^2 \geq B) \cup \ldots \cup (S_{m-1}^{m-1} \geq B) \} + \\
P_0 \{ S_1^2 \geq B \} + P_0 \{ S_2^3 \geq B \} + \ldots + P_0 \{ S_{m-2}^{m-1} \geq B \} \\
+ \ldots + P_0 \{ S_1^{m-1} \geq B \}
\]

(3.6.17)
Since the observations $X_1, X_2, \ldots, X_{m-1}$ are i.i.d., the right-hand-side of (3.6.16) is

$$
\alpha_L(m, B) = P_0\{(S_1^1 \geq B) \cup (S_2^2 \geq B) \cup \ldots \cup (S_{m-1}^{m-1} \geq B)\}
$$

$$
= P_0\{(l_1 \geq B) \cup (l_2 \geq B) \cup \ldots \cup (l_{m-1} \geq B)\}
$$

$$
= \sum_{k=1}^{m-1} (-1)^{k+1} \sum_{1 \leq i_1 < i_2 < \ldots < i_k \leq m-1} P_0\{l_{i_1} \geq B\} P_0\{l_{i_2} \geq B\} \ldots P_0\{l_{i_k} \geq B\}
$$

$$
= \sum_{k=1}^{m-1} (-1)^{k+1} C_{m-1}^k P_0\{l_1 \geq B\}
$$

$$
= 1 - [1 - P_0(l_1 \geq B)]^{m-1}
$$

(3.6.18)

which is the lower bound.

Using the i.i.d. assumption and the above equation yields that the right-hand-side of (3.6.17) is

$$
\alpha_U(m, B) = 1 - [1 - P_0(l_1 \geq B)]^{m-1} + (m - 2)P_0\{S_1^2 \geq B\} + (m - 3)P_0\{S_1^3 \geq B\} + \ldots + P_0\{S_1^{m-1} \geq B\}
$$

(3.6.19)

which is the upper bound.

The approximation of $\alpha_U(m, B)$ can be easily derived using the central limit theorem.

QED

It is easily seen that when $m = 1$, the lower bound $\alpha_L(m, B)|_{m=1} = 0$; and when $m \to +\infty$, the lower bound $\alpha_L(m, B)|_{m=\infty} = 1$. That is, the lower bound $\alpha_L(m, B)$ equals the exact FAP for $m = 1$ and $m \to +\infty$. This result is also consistent with Proposition 3.3.

In many applications, $P_0(l_1 \geq B) \ll 1$. For this case, the lower and upper bounds may be written as

$$
\alpha_L(m, B) \approx (m - 1)P_0(l_1 \geq B)
$$

(3.6.20)

and

$$
\alpha_U(m, B) \approx \sum_{k=1}^{m-1} (m - k)P_0\{S_1^k \geq B\}
$$

(3.6.21)
The lower bound \( \alpha_L(m, B) \) can be easily computed for a real change-time \( m \), a given threshold \( B \) and any distributions.

The numerical computation of the upper bound \( \alpha_U(m, B) \) is less straightforward. When the pdfs \( f_0 \) and \( f_1 \) are both Gaussian with a common variance \( \sigma^2 \) (such as a model of constant signal plus Gaussian noise), a closed-form solution of the upper and lower bounds (\( \alpha_L \) and \( \alpha_U \)) can be easily obtained. Let

\[
z_k \triangleq \ln l_k
\]  

and

\[
Z_k \triangleq \ln \mathcal{L}_1^k = z_1 + z_2 + \ldots + z_k.
\]

Let the pdfs be

\[
f_1(x_i) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x_i - \mu_1)^2}{2\sigma^2}}
\]  

and

\[
f_0(x_i) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x_i - \mu_0)^2}{2\sigma^2}}
\]

Then the log-likelihood ratio of the \( k \)th sample is

\[
z_k = (X_k - \frac{\mu_1 + \mu_0}{2})(\frac{\mu_1 - \mu_0}{\sigma^2})
\]

Under \( H_0 \), \( z_k \) is Gaussian with mean

\[
E\{z_k\} = \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}
\]

and variance

\[
Var\{z_k\} = \frac{(\mu_1 - \mu_0)^2}{\sigma^2}
\]

Therefore \( Z_k \) is Gaussian with mean

\[
E\{Z_k\} = \frac{(\mu_1 - \mu_0)^2}{2\sigma^2} k
\]

and variance

\[
Var\{Z_k\} = \frac{(\mu_1 - \mu_0)^2}{\sigma^2} k
\]
Then
\[ P_0\{S^k_1 > B\} = P_0\{Z_1 \geq \ln B\} = Q(\frac{\ln B + \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}k}{\frac{\mu_1 - \mu_0}{\sigma}}) \]  (3.6.31)

where \(Q(y)\) is the tail of the standard normal distribution, i.e.
\[ Q(y) = \int_y^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt \]  (3.6.32)

Therefore the closed-form solutions of the lower and upper bounds are
\[ \alpha_L(m, B) = 1 - [1 - Q(\frac{\ln B + \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}k}{\frac{\mu_1 - \mu_0}{\sigma}})]^{m-1} \]  (3.6.33)

and
\[ \alpha_U(m, B) = 1 - [1 - Q(\frac{\ln B + \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}k}{\frac{\mu_1 - \mu_0}{\sigma}})]^{m-1} + \sum_{k=2}^{m-1} (m - k)Q(\frac{\ln B + \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}k}{\frac{\mu_1 - \mu_0}{\sigma}}) \]  (3.6.34)

Particularly, when \(Q(\frac{\ln B + \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}k}{\frac{\mu_1 - \mu_0}{\sigma}}) \ll 1\), the above bounds may be written as
\[ \alpha_L(m, B) \approx (m - 1)Q(\frac{\ln B + \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}k}{\frac{\mu_1 - \mu_0}{\sigma}}) \]  (3.6.35)

and
\[ \alpha_U(m, B) \approx \sum_{k=1}^{m-1} (m - k)Q(\frac{\ln B + \frac{(\mu_1 - \mu_0)^2}{2\sigma^2}k}{\frac{\mu_1 - \mu_0}{\sigma}}) \]  (3.6.36)

Some numerical results are shown in Table 3.3. It is seen that the above bounds are reasonably tight if the signal to noise ratio is large. However, when the SNR is small, the bounds are too loose.

In any case, it appears that taking the average of the lower and upper bounds
\[ \bar{\alpha}(m, B) = \frac{\alpha_L(m, B) + \alpha_U(m, B)}{2} \]

improves the estimated false alarm probability.

The closed-form solution (3.6.33)-(3.6.36) holds only for Gaussian \(f_0\) and \(f_1\) with common variance. For other distributions, computing the upper bound is less straightforward. The upper bound \(\alpha_U(m, B)\) in Proposition 3.5 is equivalent to
\[ \alpha_U(m, B) = 1 - [1 - P_0(z_1 \geq \ln B)]^{m-1} + \sum_{k=2}^{m-1} (m - k)P_0\{z_1 + z_2 + \ldots + z_k > \ln B\} \]
\[ = 1 - [1 - P_0(z_1 \geq \ln B)]^{m-1} + \sum_{k=2}^{m-1} (m - k)P_0\{Z_k > \ln B\} \]  (3.6.37)
Table 3.3: Lower and upper bounds of the false alarm probability for CUSUM. $f_0$ is Gaussian with mean 0, and variance 0.25, $f_1$ is Gaussian with mean $\mu_1$ and the same variance, and $SNR \Delta = 20 \log \frac{\mu_1}{\sigma} (db)$. The simulated $\alpha(m, B)$ is also listed.

<table>
<thead>
<tr>
<th>$\mu_1$</th>
<th>$SNR$</th>
<th>$m$</th>
<th>$\alpha \pm 5\alpha$</th>
<th>$\alpha_L$</th>
<th>$\alpha_U$</th>
<th>$\ln B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.79</td>
<td>10.</td>
<td>100</td>
<td>.099 ± .002</td>
<td>.077</td>
<td>.134</td>
<td>5.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
<td>.092 ± .002</td>
<td>.059</td>
<td>.126</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>.110 ± .002</td>
<td>.059</td>
<td>.151</td>
<td>7.0</td>
</tr>
<tr>
<td>.79</td>
<td>10.</td>
<td>500</td>
<td>.073 ± .002</td>
<td>.039</td>
<td>.098</td>
<td>6.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.0181 ± .001</td>
<td>.0060</td>
<td>.0238</td>
<td>8.352</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.00334 ± .0004</td>
<td>.00051</td>
<td>.00439</td>
<td>10.02</td>
</tr>
<tr>
<td>.499</td>
<td>6.0</td>
<td>500</td>
<td>.112 ± .002</td>
<td>.0028</td>
<td>.2857</td>
<td>6.768</td>
</tr>
<tr>
<td>.420</td>
<td>4.5</td>
<td>500</td>
<td>.090 ± .002</td>
<td>.00015</td>
<td>.325</td>
<td>6.98</td>
</tr>
<tr>
<td>.25</td>
<td>0.0</td>
<td></td>
<td>.10 ± .002</td>
<td>2.87 × 10^{-10}</td>
<td>1.29</td>
<td>6.611</td>
</tr>
</tbody>
</table>

where $z_i$ is the log-likelihood ratio of the $i$th sample. For any distributions $f_0$ and $f_1$, the pdf of $z_i$ can be easily derived. Due to the i.i.d. assumption of $X_i$, it is easily seen that $z_i$ are i.i.d. and the pdf of $Z_k$ is the convolution of the pdfs of $z_1, z_2, ..., z_k$, i.e.

$$f_{Z_k}(t) = f_{z_1}(t) * f_{z_2}(t) * ... * f_{z_k}(t) = \underbrace{f_z(t) * f_z(t) * ... * f_z(t)}_{k}$$ (3.6.38)

where the operator \textquoteleft*\textquoteright stands for \textquoteleft convolution\textquoteright and $f$ is the pdf of the corresponding variable. When $k$ is small, the above convolution can be numerically computed. However, when $k$ is large, it is not practical to compute the convolution numerically. Therefore an alternative approach has to be found. Fortunately, applying the central limit theorem to $Z_k = z_1 + z_2 + ... + z_k$ implies that for $k \geq k'$, $Z_k$ is approximately Gaussian with mean

$$\mu_k = E_0[Z_k] = kE_0[z_k] = k\mu_z$$ (3.6.39)
Table 3.4: Lower and upper bounds of the false alarm probability for CUSUM. $f_0$ and $f_1$ are Rayleigh densities with variances $\sigma_0^2$ and $\sigma_1^2$ respectively. The significance of the change is $s = \frac{\sigma_1^2}{\sigma_0^2}$. The simulated $\alpha(m, B)$ is also listed.

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$\sigma_0$</th>
<th>$s$</th>
<th>$m$</th>
<th>$\alpha \pm \delta\alpha$</th>
<th>$\alpha_L$</th>
<th>$\alpha_U$</th>
<th>$\ln B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.45</td>
<td>.1</td>
<td>20.25</td>
<td>100</td>
<td>.00992 ± .0007</td>
<td>.00759</td>
<td>.01498</td>
<td>6.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>.0320 ± .0013</td>
<td>.0248</td>
<td>.0540</td>
<td>5.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>500</td>
<td>.0215 ± .0011</td>
<td>.0148</td>
<td>.0371</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1000</td>
<td>.0153 ± .0009</td>
<td>.0102</td>
<td>.0273</td>
<td>8</td>
</tr>
<tr>
<td>.3</td>
<td></td>
<td>9.</td>
<td>100</td>
<td>.0065 ± .0006</td>
<td>.0031</td>
<td>.0152</td>
<td>7.</td>
</tr>
<tr>
<td>.25</td>
<td></td>
<td>6.25</td>
<td>100</td>
<td>.0203 ± .0010</td>
<td>.0088</td>
<td>.0693</td>
<td>6.</td>
</tr>
<tr>
<td>.2</td>
<td></td>
<td>4.</td>
<td>100</td>
<td>.0631 ± .0018</td>
<td>.0198</td>
<td>.3876</td>
<td>5.</td>
</tr>
</tbody>
</table>

and variance

$$\sigma_k = \text{Var}_0\{Z_k\} = k\text{Var}_0\{z_k\} = k\sigma_z^2$$ (3.6.40)

where $k'(m-1)$ is a reasonably large integer and depends on the rate of convergence of the central limit property. Therefore the upper bound can be written as

$$\alpha_U(m, B) \approx 1 - [1 - P_0(z_1 \geq \ln B)]^{m-1} + \sum_{i=2}^{k'-1} (m-i) \int_{\ln B}^{\infty} f_{Z_1}(t) dt + \sum_{k=k'}^{m-1} (m-k)Q\left(\frac{\ln B - k\mu_z}{\sqrt{k\sigma_z}}\right)$$ (3.6.41)

where $Q()$ is the tail of the standard normal distribution.

As an example, let the pdfs be

$$f_0(x) = \frac{x}{\sigma_0^2} e^{-\frac{x^2}{2\sigma_0^2}}, \quad x \geq 0$$ (3.6.42)

and

$$f_1(x) = \frac{x}{\sigma_1^2} e^{-\frac{x^2}{2\sigma_1^2}}, \quad x \geq 0$$ (3.6.43)

which are Rayleigh densities [98](pp.29-30), and may represent the amplitude distribution of a Rayleigh fading channel. The quantity $\sigma_i$ represents the noise power and the
average depth of the fade. Then the one-sample log-likelihood-ratio is

$$z_i = \ln \frac{f_1(x)}{f_0(x)} = \ln \frac{\sigma_0^2}{\sigma_1^2} + \frac{1}{\sigma_0^2} - \frac{1}{\sigma_1^2} \frac{x^2}{2}$$

(3.6.44)

Assume that

$$\sigma_0 < \sigma_1$$

(3.6.45)

i.e. that a change occurs from a lighter average fade to a deeper average fade. Then the pdf of \( z \) under \( H_0 \) is

$$f_{z_i}(z) = \frac{1}{(1 - \frac{s^2}{\sigma_1^2})} e^{-\left(z-\ln \frac{s^2}{\sigma_1^2}\right)/(1 - \frac{s^2}{\sigma_1^2})} \quad z > \ln \frac{\sigma_0^2}{\sigma_1^2}$$

(3.6.46)

where

$$s \triangleq \frac{\sigma_1^2}{\sigma_0^2}$$

(3.6.47)

represents the significance of the change. Using this notation and the fact \( f_{z_i}(z) = 0 \) for \( z \leq -\ln s \), the pdf of \( z \) can be also written as

$$f_{z_i}(z) = \begin{cases} \frac{1}{(1-1/s)^{k}} e^{-\left(z+\ln s\right)/(1-1/s)} & z > -\ln s \\ 0 & z \leq -\ln s \end{cases}$$

(3.6.48)

where \( s > 1 \). Using the properties of the Fourier Transform, it can be easily shown that the pdf of \( Z_k \) is

$$f_{Z_k}(z) = \begin{cases} \frac{1}{(k-1)^{k} \cdot (1-1/s)^{k}} (z + k \ln s)^{k-1} e^{-\left(z+k\ln s\right)/(1-1/s)} & z > -k \ln s \\ 0 & z \leq -k \ln s \end{cases}$$

(3.6.49)

for \( 1 \leq k \leq m - 1 \).

The mean of \( z_i \) is

$$\mu_z = E_0\{z_i\} = 1 - \frac{1}{s} - \ln s$$

(3.6.50)

and its variance is

$$\sigma_z^2 = (1 - \frac{1}{s})^2$$

(3.6.51)

The upper and lower bounds are computed numerically. Several results are listed in Table 3.4. Again it is found that the bounds are quite tight if the change is significant.
3.6.2 False Alarm Probability of MAR Procedure

I. Almost Sure Termination of MAR

As a counterpart of Propositions 3.3 and 3.4 in the last subsection, we now present the propositions showing the a.s. termination of the MAR procedure.

PROPOSITION 3.6 If a change never occurs, i.e.

\[ m = +\infty, \]  

then the false alarm probability of the new MAR procedure equals 1, i.e.

\[ \alpha = P_0\{N < +\infty\} = P_{\infty}\{N < +\infty\} = 1. \]  

PROOF: Recall that the stopping rule of the MAR procedure is \( \hat{r}_n < \hat{r}_{n+1} \). Therefore its false alarm probability when \( m = +\infty \) is

\[ \alpha = 1 - P_0\{ \bigcap_{k=1}^{\infty} \hat{r}_n \geq \hat{r}_{n+1}\} \]  

Using the definition (2.3.1), it is easily shown that the event \( \{ \hat{r}_n \geq \hat{r}_{n+1}\} \) is equivalent to

\[ \{ T_n \geq T_{n+1} + \frac{c_0(T_n\pi_0 + 1 - \pi_0)(T_{n+1}\pi_0 + 1 - \pi_0)}{\pi_0(1 - c_0)(1 - \pi_0)n} \} \]  

where \( T_n \) is the CUSUM statistic. Using the conditions \( 0 < c_0 < 1 \) and \( 0 < \pi_0 < 1 \), it is easily shown that

\[ T_{n+1} + \frac{c_0(T_n\pi_0 + 1 - \pi_0)(T_{n+1}\pi_0 + 1 - \pi_0)}{\pi_0(1 - c_0)(1 - \pi_0)n} > T_{n+1} \]  

therefore

\[ \{ \hat{r}_n \geq \hat{r}_{n+1}\} \subset \{ T_n \geq T_{n+1}\} \]  

That is

\[ \alpha \geq 1 - P_0\{ \bigcap_{k=1}^{\infty} T_n \geq T_{n+1}\} \]
In addition,
\[ T_n \geq T_{n+1} = \max\{T_n, \tau\} l_n \geq T_n l_n \]  \hspace{1cm} (3.6.59)
where \( l_n \) is the likelihood ratio of the \( n \)th sample. Then
\[ \{T_n \geq T_{n+1}\} \subset \{T_n \geq T_n l_n\} = \{l_n \leq 1\} \]  \hspace{1cm} (3.6.60)
Finally we have
\[ \alpha \geq 1 - P_0 \left\{ \bigcap_{k=1}^{\infty} T_n \geq T_{n+1} \right\} \]
\[ \geq 1 - P_0 \left\{ \bigcap_{k=1}^{\infty} l_n \leq 1 \right\} \]
\[ = 1 - \prod_{k=1}^{\infty} P_0\{l_k \leq 1\} \]
\[ = 1 - \lim_{n \to \infty} [P_0(l_1 \leq 1)]^n \]
\[ = 1 \]  \hspace{1cm} (3.6.61)
where the i.i.d. assumption of \( X_i \) is used. QED

The following proposition is a counterpart of Proposition 3.4 for CUSUM.

**PROPOSITION 3.7** For any change-time \( m \geq 1 \), the MAR procedure terminates with probability 1, i.e.
\[ P_m\{N < +\infty\} = 1. \]  \hspace{1cm} (3.6.62)

**PROOF:** There are two cases: (i) \( m = +\infty \), and (ii) \( m < +\infty \).

For \( m = +\infty \), the proposition is actually a re-statement of Proposition 3.6 and has been proved.

For \( m < +\infty \), using the result of Proposition 3.1 yields that
\[ \hat{r}_n \sim \frac{e^{(n-m+1)I_f \pi c - (1 - \pi)}}{e^{(n-m+1)I_f \pi + 1 - \pi}} \]  \hspace{1cm} (3.6.63)
when \( n \to +\infty \), where \( I_f \) is defined in Section 3.3. Using Proposition 3.2 yields that \( \hat{r}_n \) is increasing with \( n \) for sufficiently large \( n \) and finite \( m \). Therefore the stopping rule \( \hat{r}_n < \hat{r}_{n+1} \) will be satisfied with probability 1 as \( n \) is sufficiently large. QED
II. False Alarm Probability Bound of MAR

We now present an upper bound for the false alarm probability of the MAR procedure. Numerical implementation of this upper bound is discussed later.

**PROPOSITION 3.8** The false alarm probability $\alpha(m, c_0)$ of the MAR procedure satisfies the following inequalities

$$
\alpha(m, c_0) \leq \sum_{n=1}^{m-2} P_0\{I_{n+1} > \frac{1}{(n+1)c_0} + \frac{n}{n+1} \} + \sum_{n=1}^{m-2} P_0\{U_n^n > \frac{1}{nc_0} \} + \sum_{n=2}^{m-2} P_0\{U_{n-2}^n > \frac{1}{nc_0} \} + \cdots + \sum_{n=m-2}^{m-2} P_0\{U_{n-n'+1}^n > \frac{1}{nc_0} \} + \cdots + \sum_{n=m-2}^{m-2} P_0\{U_1^n > \frac{1}{nc_0} \} \triangleq \alpha_U(m, c_0) \quad (3.6.64)
$$

with

$$
U_k^n = \left[ \frac{n+1}{n} l_{n+1} - 1 \right] S_k^n \quad (3.6.65)
$$

where $0 < c_0 = \pi_0 \ll 1$ is the design parameter, $m$ is the real change-time, $l_i$ is the likelihood ratio of the $i$th sample and $S_i^n$ is the likelihood ratio of the $i$th through $j$th samples as defined in Section 2.1.

**PROOF:** When $0 < c_0 = \pi_0 \ll 1$, the MAR statistic $\hat{r}_n$ may be written as

$$
\hat{r}_n = \frac{\frac{T_n c_0^2}{n} - (1 - c_0)}{T_n c_0 + 1 - c_0} \sim -n + T_n n c_0 \quad (3.6.66)
$$

where the Taylor expansion is used. Therefore

$$
\alpha(m, c_0) = P_0\left\{ \bigcup_{n=1}^{m-1} (\hat{r}_n < \hat{r}_{n+1}) \right\} \\
\sim P_0\left\{ \bigcup_{n=1}^{m-1} \left( \frac{n+1}{n} T_n + 1 - T_n > \frac{1}{nc_0} \right) \right\} \quad (3.6.67)
$$

Since $T_{n+1} = \max_{1 \leq i \leq n+1} S_i^{n+1}$, it is easily seen that

$$
\left\{ \frac{n+1}{n} T_{n+1} - T_n > \frac{1}{nc_0} \right\} = \bigcup_{k=1}^{n+1} \left( \frac{n+1}{n} S_k^{n+1} - T_n > \frac{1}{nc_0} \right) \quad (3.6.68)
$$
For any $1 \leq k \leq n$,
\[ T_n = \max_{1 \leq k \leq n} S_k^n \geq S_k^n \]  
(3.6.69)
therefore
\[ \left\{ \frac{n+1}{n} T_{n+1} - T_n > \frac{1}{n c_0} \right\} = \left\{ \bigcup_{k=1}^{n+1} \left( \frac{n+1}{n} S_k^{n+1} - T_n > \frac{1}{n c_0} \right) \right\} \]
\[ \subset \left\{ \bigcup_{k=1}^{n+1} \left( \frac{n+1}{n} S_k^{n+1} - S_k^n > \frac{1}{n c_0} \right) \right\} = \left\{ \bigcup_{k=1}^{n+1} U_k^n > \frac{1}{n c_0} \right\} \]  
(3.6.70)
Substituting the above equation into (3.6.68) yields the upper bound. \textbf{QED}

The central point of computing the upper bound (3.6.64) is to calculate the density of $U_k^n$, or that of
\[ V_{k+n} \triangleq \ln U_k^n = \ln \left( \frac{n+1}{n} l_{n+1} - 1 \right) + \sum_{i=k}^{n} z_i = y_n + Z_k^n \]  
(3.6.71)
under the condition that
\[ C_n \triangleq \left\{ \frac{n+1}{n} l_{n+1} - 1 > 0 \right\} = \left\{ z_{n+1} \geq \ln \frac{n}{n+1} \right\} \]  
(3.6.72)
where
\[ y_n \triangleq \ln \left( \frac{n+1}{n} l_{n+1} - 1 \right) \]  
(3.6.73)
and
\[ Z_k^n \triangleq \sum_{i=k}^{n} z_i \]  
(3.6.74)
with $z_i$ to be the log-likelihood-ratio of the $i$th sample. It can be easily shown that the density of $V_{k+n}$ conditioned by $C_n = \left\{ \frac{n+1}{n} l_{n+1} - 1 > 0 \right\}$ is
\[ f_{k+n|C_n}(t) = f_{y_n|C_n}(t) \ast f_{z_k}(t) \ast \ldots \ast f_{z_n}(t) \]  
(3.6.75)
where
\[ f_{y_n|C_n}(t) \triangleq \frac{\partial}{\partial t} P_0(y_n \leq t|C_n) \]  
(3.6.76)
For small $n - k$, such as $n - k \leq n'$, the above convolution may be evaluated numerically.
When $n - k$ is large, using the central limit theorem yields that
\[ f_{k+n|C_n}(t) \approx \phi(t|(n - k + 1)\mu_z + \mu_{y n}, \sqrt{(n - k + 1)\sigma_z^2 + \sigma_{y n}^2}) \]  
(3.6.77)
where $\phi(t|\mu, \sigma)$ is the Gaussian density with mean $\mu$ and variance $\sigma^2$. The notations $\mu_{yn}$ and $\sigma_{yn}^2$ are mean and variance of $y_n$ conditioned by $C_n$. and $\mu_z$ and $\sigma_z^2$ are mean and variance of the one-sample log-likelihood-ratio $z_i$. Therefore the upper bound may be written as

$$\alpha_U(m, c_0) \approx \sum_{n=1}^{m-2} \int_{\ln (n+1)/c_0}^{\infty} f_z(t)dt + \sum_{n=1}^{m-2} \int_{\ln (n)/c_0}^{\infty} P_0(C_n)f_{\ln|C_n}(t)dt +$$

$$\sum_{n=2}^{m-2} \int_{\ln (n+1)/c_0}^{\infty} P_0(C_n)f_{\ln(n-1)n|C_n}(t)dt + \ldots + \sum_{n=n'-1}^{m-2} \int_{\ln (n)/c_0}^{\infty} P_0(C_n)f_{\ln(n'-1)n|C_n}(t)dt +$$

$$\sum_{n=n'}^{m-2} P_0(C_n)Q\left( \frac{\ln[1/(nc_0)] - n'\mu_z - \mu_{yn}}{\sqrt{n'\sigma_z^2 + \sigma_{yn}^2}} \right) + \ldots$$

$$+ \sum_{n=m-2}^{m-2} P_0(C_n)Q\left( \frac{\ln[1/(nc_0)] - (m-2)\mu_z - \mu_{yn}}{\sqrt{(m-2)\sigma_z^2 + \sigma_{yn}^2}} \right)$$

(3.6.78)

Define

$$f_{kn,C_n}(t) \triangleq P_0(C_n)f_{kn|C_n}(t) = f_{yn,C_n}(t) * f_{zn}(t) * \ldots * f_{zn}(t)$$

(3.6.79)

where

$$f_{yn,C_n}(t) \triangleq \frac{\partial}{\partial t} P_0(y_n \leq t, C_n)$$

$$= \frac{\partial}{\partial t} P_0\{ \ln \frac{n}{n+1} \leq z_{n+1} \leq \ln \frac{n}{n+1} + \ln(e^t + 1) \}$$

$$= \frac{e^t}{e^t + 1} f_{zn+1}\left( \ln \frac{n}{n+1} + \ln(e^t + 1) \right)$$

(3.6.80)

Notice that because of the i.i.d. assumption, $f_{z_i}(\cdot) = f_{z_j}(\cdot) = f_{z}(\cdot)$ for any $i, j < m$. Then

$$f_{kn,C_n}(t) = \left[ \frac{e^t}{e^t + 1} f_{z}(\ln \frac{n}{n+1} + \ln(e^t + 1)) \right] * f_{z}(t) * \ldots * f_{z}(t) \triangleq f_{(n-k+1)n}(t)$$

(3.6.81)

Therefore the upper bound may be written as

$$\alpha_U(m, c_0) \approx \sum_{n=1}^{m-2} \int_{\ln (n+1)/c_0}^{\infty} f_z(t)dt + \sum_{n=1}^{m-2} \int_{\ln (n)/c_0}^{\infty} f_{\ln|C_n}(t)dt +$$

$$\sum_{n=2}^{m-2} \int_{\ln (n+1)/c_0}^{\infty} f_{2n}(t)dt + \ldots + \sum_{n=n'-1}^{m-2} \int_{\ln (n)/c_0}^{\infty} f_{(n'-1)n}(t)dt +$$

$$\sum_{n=n'}^{m-2} P_0(C_n)Q\left( \frac{\ln[1/(nc_0)] - n'\mu_z - \mu_{yn}}{\sqrt{n'\sigma_z^2 + \sigma_{yn}^2}} \right) + \ldots$$

$$+ \sum_{n=m-2}^{m-2} P_0(C_n)Q\left( \frac{\ln[1/(nc_0)] - (m-2)\mu_z - \mu_{yn}}{\sqrt{(m-2)\sigma_z^2 + \sigma_{yn}^2}} \right)$$

(3.6.82)
with
\[ P_0(C_n) = P_0(z_{n+1} > \ln \frac{n}{n+1}) = \int_{\ln \frac{n}{n+1}}^{\infty} f_z(t) dt \] (3.6.83)
and
\[ f_{kn}(t) = \left[ \frac{e^t}{e^t + 1} f_z(\ln \frac{n}{n+1} + \ln(e^t + 1)) \right] * \frac{f_z(t) * \ldots * f_z(t)}{k} \] (3.6.84)

The computational complexity of the convolution-integration operation in (3.6.82) is still quite large, particularly when \( m \) is large. Notice that for a large number \( n'' \), when \( n \geq n'' \)
\[ f_{kn}(t) \approx f_{k(n-1)}(t) \]

Therefore
\[ \sum_{n=k}^{m-2} \int_{\ln \frac{1}{n''_0}}^{\infty} f_{kn}(t) dt \approx \sum_{n=k}^{n''-1} \int_{\ln \frac{1}{n''_0}}^{\infty} f_{kn}(t) dt + (m - 1 - n'') \int_{\ln \frac{1}{n''+1}_0}^{\infty} f_{kn''}(t) dt + (m - 2 - n'') \int_{\ln \frac{1}{n''+1}_0}^{\ln \frac{1}{n''+2}_0} f_{k(n''+1)}(t) dt + (m - 3 - n'') \int_{\ln \frac{1}{n''+1}_0}^{\ln \frac{1}{n''+2}_0} f_{k(n''+2)}(t) dt + \ldots + \int_{\ln \frac{1}{(m-2)_0}}^{\ln \frac{1}{(m-2)_0}} f_{k(m-2)}(t) dt \] (3.6.85)

Eqs. (3.6.82)-(3.6.85) may be used to estimate the upper bound of false alarm probability of the MAR procedure.

As an example, consider the change-detection model (3.6.24) (3.6.25), i.e. the detection of a change in the mean of Gaussian distribution. The mean and variance of \( z_k \) under \( H_0 \) are
\[ \mu_z = E\{z_k\} = -\frac{(\mu_1 - \mu_0)^2}{2\sigma^2} \] (3.6.86)
and
\[ \sigma^2_z = Var\{z_k\} = \frac{(\mu_1 - \mu_0)^2}{\sigma^2} \] (3.6.87)
respectively. It is easily seen that
\[ f_{kn}(t) = \left[ \frac{e^t}{e^t + 1} \phi(\ln \frac{n}{n+1} + \ln(e^t + 1)|\mu_z, \sigma_z) \right] * \frac{\phi(t|\mu_z, \sigma_z) * \ldots * \phi(t|\mu_z, \sigma_z)}{k} \]
\[ f_{y_n|C_n}(t) = \frac{f_{y_n,C_n}(t)}{P_0(C_n)} \]
\[ = \frac{e^t}{e^t + 1} f_{\gamma n+1}(\ln \frac{n}{n + 1} + \ln(e^t + 1))/P_0(C_n) \]
\[ = \frac{e^t}{e^t + 1} \phi(\ln \frac{n}{n + 1} + \ln(e^t + 1)|\mu_z, \sigma_z)/Q(\frac{\ln \frac{n}{n+1} - \mu_z}{\sigma_z}) \] (3.6.90)

Therefore

\[ \mu_{y_n} = \int_{-\infty}^{\infty} t f_{y_n|C_n}(t) dt \]
\[ = \int_{-\infty}^{\infty} t e^t \phi(\ln \frac{n}{n + 1} + \ln(e^t + 1)|\mu_z, \sigma_z)/Q(\frac{\ln \frac{n}{n+1} - \mu_z}{\sigma_z}) \approx \int_{-\infty}^{\infty} t e^t \phi(\ln \frac{n''}{n'' + 1} + \ln(e^t + 1)|\mu_z, \sigma_z)/Q(\frac{\ln \frac{n''}{n''+1} - \mu_z}{\sigma_z}) \] (3.6.91)

and

\[ \sigma^2_{y_n} \approx \int_{-\infty}^{\infty} t^2 e^t \phi(\ln \frac{n''}{n'' + 1} + \ln(e^t + 1)|\mu_z, \sigma_z)/Q(\frac{\ln \frac{n''}{n''+1} - \mu_z}{\sigma_z}) \] \quad (n \geq n') (3.6.92)

Substituting the above quantities into Eqs. (3.6.82)-(3.6.82), a number of numerical values of the upper bound \( \alpha_U \) are computed and listed in Table 3.5. It is observed that for high SNRs the bound is reasonably tight. However, if the SNR is low the bound is quite loose.

Now we compute the bound for the Rayleigh model given by Eqs. (3.6.42)(3.6.43). Using the results in Section 3.6.1 yields that the pdf of the one-sample log-likelihood ratio \( z \) is

\[ f_z(z) = \begin{cases} \frac{1}{(1-1/s)}e^{-(z+\ln s)/(1-1/s)} & z > -\ln s \\ 0 & z \leq -\ln s \end{cases} \] (3.6.93)
Table 3.5: An upper bound $\alpha_U$ of the false alarm probability for MAR. $f_0$ is Gaussian with mean 0, and variance 0.25, $f_1$ is Gaussian with mean $\mu_1$ and the same variance, and $SNR \triangleq 20\log \frac{\mu_1}{\sigma}(db)$. The simulated $\alpha(m, B)$ is also listed.

<table>
<thead>
<tr>
<th>$\mu_1$</th>
<th>$SNR$</th>
<th>$m$</th>
<th>$\alpha \pm \delta \alpha$</th>
<th>$\alpha_U$</th>
<th>$\pi_0 = \pi_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.79</td>
<td>10.</td>
<td>100</td>
<td>.114 \pm .002</td>
<td>.149</td>
<td>.00017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>300</td>
<td>.090 \pm .002</td>
<td>.117</td>
<td>$1.4 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>.092 \pm .002</td>
<td>.117</td>
<td>$1.98 \times 10^{-6}$</td>
</tr>
<tr>
<td>.79</td>
<td>10.</td>
<td>500</td>
<td>.101 \pm .002</td>
<td>.130</td>
<td>$5.6 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.0086 \pm .0007</td>
<td>.0112</td>
<td>$5. \times 10^{-7}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.0010 \pm .0002</td>
<td>.0011</td>
<td>$5. \times 10^{-8}$</td>
</tr>
<tr>
<td>.499</td>
<td>6.0</td>
<td>500</td>
<td>.095 \pm .002</td>
<td>.199</td>
<td>$4.62 \times 10^{-6}$</td>
</tr>
<tr>
<td>.420</td>
<td>4.5</td>
<td>500</td>
<td>.117 \pm .002</td>
<td>.321</td>
<td>$6. \times 10^{-6}$</td>
</tr>
<tr>
<td>.25</td>
<td>0.0</td>
<td></td>
<td>.098 \pm .002</td>
<td>.736</td>
<td>$7.84 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

where

$$s = \frac{\sigma^2}{\sigma_0^2}$$  \hspace{1cm} (3.6.94)

represents the significance of the change. The pdf of $Z_k = z_1 + z_2 + ... + z_k$ is

$$f_{Z_k}(z) = \prod_{k} \frac{1}{(k-1)! (1-1/s)^k} (z + k \ln s)^{k-1} e^{-z/k(1-1/s)}$$  \hspace{1cm} (3.6.95)

for $1 \leq k \leq m - 1$.

It is easily computed that the mean and variance of $z$ are

$$\mu_z = E_z(z) = 1 - \frac{1}{s} - \ln s$$  \hspace{1cm} (3.6.96)

and

$$\sigma_z^2 = (1 - \frac{1}{s})^2$$  \hspace{1cm} (3.6.97)
Table 3.6: An upper bound of the false alarm probability for MAR. $f_0$ and $f_1$ are Rayleigh densities with variances $\sigma_0^2$ and $\sigma_1^2$ respectively. The significance of the change is $s = \frac{e^t}{e^s}$.

The simulated $\alpha(m, c_0)$ is also listed.

<table>
<thead>
<tr>
<th>$\sigma_1$</th>
<th>$\sigma_0$</th>
<th>$s$</th>
<th>$m$</th>
<th>$\alpha \pm \delta \alpha$</th>
<th>$\alpha_U$</th>
<th>$\pi_0 = c_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.45</td>
<td></td>
<td>20.25</td>
<td>100</td>
<td>.01032 ± .0007</td>
<td>.01369</td>
<td>$5.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>.4</td>
<td>.1</td>
<td>16</td>
<td>500</td>
<td>.0223 ± .0011</td>
<td>.0317</td>
<td>.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1000</td>
<td>.0105 ± .0008</td>
<td>.0160</td>
<td>$5. \times 10^{-7}$</td>
</tr>
<tr>
<td>.3</td>
<td></td>
<td>9.</td>
<td>100</td>
<td>.0047 ± .0005</td>
<td>.0087</td>
<td>$1.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>.25</td>
<td></td>
<td>6.25</td>
<td>100</td>
<td>.0187 ± .0010</td>
<td>.0434</td>
<td>$5. \times 10^{-5}$</td>
</tr>
<tr>
<td>.2</td>
<td></td>
<td>4.</td>
<td>100</td>
<td>.0645 ± .0018</td>
<td>.2338</td>
<td>.00016</td>
</tr>
</tbody>
</table>

respectively. It can be shown that

$$f_{kn}(t) = \left[\left(\frac{n+1}{ns}\right)^{(s-1)} \frac{s}{(s-1) (e^t + 1) (s-1)/(s-1)}\right] * f_{zn}(t) \quad s \geq 2 \quad (3.6.98)$$

When $s < 2$, a slightly different form of $f_{kn}$ can be derived. This situation is not considered here. Similarly

$$P_0(C_n) = \left(\frac{n+1}{ns}\right)^{(s-1)} \quad (3.6.99)$$

and

$$f_{yn|C_n}(t) = \frac{f_{yn,C_n}(t)}{P_0(C_n)} = \frac{s}{(s-1) (e^t + 1) (s-1)/(s-1)} \quad (3.6.100)$$

The mean and variance of $y_n$ conditioned by $C_n$ are

$$\mu_{yn} = \int_{-\infty}^{\infty} t \cdot \frac{s}{(s-1) (e^t + 1) (s-1)/(s-1)} e^t \quad dt \quad (3.6.101)$$

and

$$\sigma^2_{yn} = \int_{-\infty}^{\infty} t^2 \cdot \frac{s}{(s-1) (e^t + 1) (s-1)/(s-1)} e^t \quad dt \quad (3.6.102)$$

respectively.
Combining Eqs. (3.6.82)-(3.6.85) with the above quantities, we computed a number of upper bounds \( \alpha_s \) of the FAP for the Rayleigh model. The results are listed in Table 3.6. It is again observed that the bound is quite tight for large SNRs and loose for small SNRs.

### 3.6.3 Almost Sure Termination of GRS Procedure

In this subsection, we present two propositions showing almost sure termination of the GRS procedure. As is pointed out in Subsection 2.2.3, it appears difficult to compute an upper bound of the FAP for the GRS procedure. Therefore this problem will not be studied in this thesis.

**PROPOSITION 3.9** If a change never occurs, i.e.

\[
m = +\infty,
\]

then the false alarm probability of the GRS procedure equals 1, i.e.

\[
\alpha = P_0 \{ N < +\infty \} = P_\infty \{ N < +\infty \} = 1.
\]

**PROOF:** It is easily seen that

\[
\alpha = 1 - P_0 \{ \bigcap_{n=1}^{\infty} R_{pn} < A \}
\]

where

\[
R_{pn} = \sum_{k=1}^{n} \prod_{i=k}^{n} \frac{l_i}{1 - p} \geq \frac{l_n}{1 - p}
\]

Therefore

\[
\alpha \geq 1 - P_0 \{ \bigcap_{n=1}^{\infty} l_n < A(1 - p) \}
\]

\[
= 1 - \lim_{n \to \infty} \{ P_0[l_1 < A(1 - p)] \}^n
\]

\[
= 1
\]

**QED**
The following proposition shows the almost sure termination of the GRS procedure for any \( m \geq 1 \).

**PROPOSITION 3.10** For any change-time \( m \geq 1 \), the MAR procedure terminates with probability 1, i.e.

\[
P_m\{N < +\infty\} = 1. \tag{3.6.108}
\]

**PROOF:** There are two cases: (i) \( m = +\infty \), and (ii) \( m < +\infty \).

For \( m = +\infty \), the proposition is actually a re-statement of Proposition 3.9 and has been proved.

If \( m < +\infty \),

\[
\alpha = 1 - P\left( \bigcap_{i=1}^{m-1} R_{pi} < A \right) \left( \bigcap_{n=m}^{\infty} R_{pn} < A \right)
\]

\[
\geq 1 - P\left( \bigcap_{n=m}^{\infty} R_{pn} < A \right)
\]

\[
\geq 1 - P\left( \bigcap_{n=m}^{\infty} l_n < A(1-p) \right)
\]

\[
= 1 - \lim_{n \to \infty} \{ P[l_1 < A(1-p)] \}^{n-m+1}
\]

\[
= 1 \tag{3.6.109}
\]

which shows the proposition.

**QED**

### 3.7 Summary

In this chapter, a new procedure, referred to as the minimum asymptotic risk (MAR) procedure, is proposed. It is shown that the MAR procedure converges almost surely to an optimum procedure under certain asymptotic conditions. Extensive simulations reveal that the MAR procedure outperforms existing procedures for nonasymptotic situations. The false alarm probability bounds of change detection procedures are also studied.
Chapter 4

GENERALIZATION OF CHANGE-DETECTION PROCEDURES

In Chapter 3, we studied the quickest detection of an abrupt change in a random sequence with independent and identical distributions (i.i.d.) before and after the changetime \( m \). In addition, the distributions before and after the change were assumed to be completely known. Based upon these assumptions, a change-detection procedure with minimal complexity is developed. In some practical situations the assumptions are satisfied or approximately satisfied, and complexity is an important enough issue to prohibit considering more complicated algorithms. However, in a number of applications an unacceptable performance loss would result if the above assumptions are not satisfied. In this chapter, we consider the change detection problem for situations where the distributions are known but have unknown parameters, and for non-independent or non-identically distributed (non-i.i.d.) observations. The approach is to generalize procedures studied in Chapters 2 and 3, including CUSUM, GRS, and the new MAR procedure. We will also study some key open problems concerning the well-known sequential probability ratio test (SPRT) for non i.i.d. observations, which has application to the change detection problem for non-i.i.d. observations.
4.1 Quickest Detection of Change in a Random Sequence with Unknown Parameters

In this section, the procedure presented in Chapter 3 is modified to solve the change detection problem for i.i.d. observations with unknown distribution parameters. This modification involves two multiple hypothesis (MH) approaches and a moving-window maximum likelihood estimation (MLE) approach. Their properties are first investigated theoretically. Their non-asymptotic performance is then studied via simulations.

4.1.1 Problem Statement

In this chapter, we study the signal change detection problem for a practical case where the distribution function $F_0(x_i)$ and the density $f_0(x_i)$ of the observations before the change time $m$ (i.e. $i < m$) are completely known while the distribution function $F_1(x_i, \theta)$ and the density $f_1(x_i, \theta)$ of the observations after the change time (i.e. $i \geq m$) have unknown parameter (possibly a vector) $\theta$. The observations are assumed to be i.i.d. before and after the change time. This problem is practical since estimating the distribution parameters of $f_0$ before change-time is relatively straightforward, while estimating the distribution parameters $\theta$ of $f_1$ is traded off by the quickest detection objective and should therefore be studied carefully.

Similar to Chapter 2, we define joint distributions $P_m$ as

$$
P_m \{ X_i^n \leq x_i^n \} = \begin{cases} 
\int_{-\infty}^{x_i^n} f_0(x_i) f_0(x_{i+1}) \ldots f_0(x_n) dx_i^n & \text{if } n < m \\
\int_{-\infty}^{x_i^n} f_0(x_i) \ldots f_0(x_{m-1}) f_1(x_m, \theta) \ldots f_1(x_n, \theta) dx_i^n & \text{if } i < m \leq n \\
\int_{-\infty}^{x_i^n} f_1(x_i, \theta) f_1(x_{i+1}, \theta) \ldots f_1(x_n, \theta) dx_i^n & \text{if } m \leq i \leq n 
\end{cases}
$$

and expectation $E_m$ under $P_m$ for $m \geq 1$. Let $P_0 \triangleq P_\infty$. Define one-sample likelihood
ratio
\[ l_i(\theta) \triangleq \frac{f_i(x_i, \theta)}{f_0(x_i)} \]  \hspace{1cm} (4.1.2)

and its product
\[ S_k^N(\theta) \triangleq \begin{cases} 
\prod_{i=k}^{n} l_i(\theta) & \text{if } n \geq k \\
1 & \text{if } n < k.
\end{cases} \]  \hspace{1cm} (4.1.3)

Let \( H_m(\theta) \) denote the hypothesis that \( P_m \) is true. For any stopping variable \( N = n \), define
\[ \Theta_n \triangleq \{ X_n \sim f_1(x_n, \theta) \} \]  \hspace{1cm} (4.1.4)

and
\[ \overline{\Theta}_n \triangleq \{ X_n \sim f_0 \}. \]  \hspace{1cm} (4.1.5)

This definition of \( \Theta_n \) implies a correct detection, i.e., that one stops at or after the actual change-time \( m \) \((n \geq m)\), \( \overline{\Theta}_n \) implies a false alarm, i.e., that one stops before \( m \) \((n < m)\). The modified Shiryaev criterion introduced in Chapter 3 will be used, i.e., that our objective is to minimize the expected delay \( D_m \) subject to a given level of false alarm probability \( \alpha \) and false alarm ARL \( N_f \), where \( D_m \) and \( N_f \) are defined the same as in Chapter 2.

### 4.1.2 General Background for Detection of Signal with Unknown Parameters

Detection of signals with unknown parameters has been studied for binary and M-ary hypothesis testing problems [97]. However, this problem has not been solved satisfactorily for signal change detection, even though some ad hoc approaches have been proposed. Generally, the approaches to solving the unknown parameter problem may be classified into: (i) *multiple hypothesis (MH)* approaches, and (ii) *maximum likelihood estimation (MLE)* approaches.
I. Multiple Hypothesis Approach

One of the first MH schemes was derived by Magill [78] for an estimation-filtering problem. This method involves assuming that the unknown parameters may take on one of $M$ values, corresponding to $M$ different hypotheses. Such a formulation results in a standard M-ary detection (or estimation) problem with known parameters. The actual parameter may not be exactly the same as any one of $M$ hypotheses. A survey of the MH approach for the estimation-filtering problem is found in [45].

For signal change detection, the well-known two-sided CUSUM (or V-mask) procedure [42] for detecting the mean shift of Gaussian distribution may be viewed as an ad hoc MH approach for this problem, where $M = 2$. This technique is described as follows: The signal amplitude may be positive or negative with absolute value not less than $\nu_m$. The amplitudes $\pm \nu_m$ are viewed as the 'actual signal amplitudes' and a change detection scheme is applied to the two presumed parameters. Generally the traditional CUSUM procedure or FSS procedure is used. However, this technique has the following drawbacks: (i) If the actual signal amplitude is much greater than $\nu_m$, then the technique may be too conservative in terms of false alarm probability if the thresholds are chosen according to $\nu_m$. (ii) If the noise is non-Gaussian, this technique may not work well. For example, suppose $f_0$ is Gaussian with zero mean, while $f_1$ is uniform also with zero mean.

The MH approach does not add significant complexity to existing schemes if the number of unknown parameters is very small and the observations are i.i.d. before and after the change-time $m$. However, if there are many unknown parameters and the observations are dependent, the MH approaches may not be practical since the complexity of the algorithm increases significantly with the number of multiple hypotheses. In addition, our simulations have shown that the algorithm may not always converge to the true parameters and frequently results in poor parameter estimates. This latter problem makes it difficult to apply the algorithm to adaptive parameter estimation.
II. Maximum Likelihood Estimation Approach

For the binary detection problem with unknown parameters, a maximum likelihood estimation (MLE) technique, known as the generalized likelihood ratio test, is widely used [97]. The basic idea of the MLE technique is to replace the unknown parameters with their maximum likelihood estimators.

For the change detection problem, it has been suggested that the CUSUM statistic should be modified to [9]

\[ T_n = \max_{1 \leq i \leq n} \max_{\theta} S_i^n(\theta). \] (4.1.6)

However, the above statistic cannot be written in a recursive form, and therefore is too computationally complex to be practically implemented, particularly when the actual change time \( m \) is very large. A moving-window maximum likelihood estimation (MLE) technique combined with a conventional likelihood ratio procedure is an effective approach to solve this problem [9], which may be referred to as the maximum likelihood ratio (MLR) procedure. The MLR procedure is described as follows: Beginning from \( n = w \), \( X_1, \ldots, X_w \) are taken, an MLE \( \hat{\theta}^w \) of \( \theta \) is computed from observation \( X_i^w \), \( i = 1, 2, \ldots, w \). Then a binary hypothesis test of \( H_0 \) v.s. \( H_i(\hat{\theta}^w) \) is performed over the most likely hypothesis (i.e. over \( H_i \) for \( i = 1, 2, \ldots, w \)). If \( H_i(\hat{\theta}^w) \) is accepted, then the test is terminated. If \( H_0 \) is accepted, one more sample \( X_{w+1} \) is taken and a new MLE \( \hat{\theta}^{w+1} \) of \( \theta \) is computed from observations \( X_i^{w+1} \), \( i = 2, 3, \ldots, w + 1 \). A binary hypothesis test of \( H_0 \) v.s. \( H_i(\hat{\theta}^{w+1}) \) is performed over the most likely hypothesis. Again, if \( H_i(\hat{\theta}^{w+1}) \) is accepted, the test is terminated. If \( H_0 \) is accepted, one more sample \( X_{w+2} \) is taken, and the procedure repeats until \( H_i(\hat{\theta}^n) \) is first accepted (\( i \geq 1 \)). Let the total sample size be \( N_m \). The decision threshold for the likelihood ratio test is denoted by \( d \). Formally, the decision rule is

\[ T_n(\theta^n) = \max_{n-w+1 \leq i \leq n} \max_{\theta} S_i^n(\theta) \begin{cases} \geq d & a_i \text{ for } n-w+1 \leq i \leq n \\ < d & a_0 \end{cases} \] (4.1.7)

for all \( n = w, w+1, \ldots \), and where \( a_i \triangleq \{ \text{accept } H_i \} \). We should notice that the decision
statistic $T_n(\theta^n)$ is a compromise between a CUSUM statistic and a moving-window FSS statistic.

This approach is interesting particularly for the situation where parameter estimation is the most important goal. This situation occurs in applications such as adaptive channel identification and adaptive parameter estimation. The major source of complexity of the algorithm is to adaptively estimate the unknown parameters. This estimation may not be an issue if the likelihood function is a simple quadratic function of the unknown parameter. For more complicated likelihood functions, search algorithms such as Widrow-McCool's linear random search [123] may be used to achieve reasonable performance at a more affordable complexity cost.

4.1.3 Multiple-Hypothesis Algorithms for Change Detection

In this subsection, we propose two multiple-hypothesis algorithms to solve the problem of change detection with unknown parameters, which are referred to as the multiple hypothesis (MH) MAR procedure and the alternative multiple hypothesis (AMH) MAR procedure respectively.

I. MH MAR Procedure

Let $H_m(\theta_k)$ denote the hypothesis that the change occurs at time $m$ and the distribution parameter of $f_1$ is $\theta_k$, i.e.

$$H_m(\theta_k) : X_i \sim \begin{cases} f_0(x_i) & \text{if } 1 \leq i < m \\ f_1(x_i, \theta_k) & \text{if } i \geq m, \end{cases}$$

(4.1.8)

where $m \geq 1$ and $k = 1, 2, ..., M$. It is assumed that the distribution parameter (possibly a vector) $\theta$ of $f_1$ may take $M$ possible values. Practically, the actual $\theta$ does not have to be exactly the same as any one of these $\theta_k$.

A bank of $M$ MAR procedures are applied with the parameters of $f_1$ to be $\theta_1, \theta_2, ..., \theta_M$.
respectively. When any one of these procedures reaches a final decision, then $H_m$ is accepted and the whole procedure is terminated. Formally, this MH MAR procedure is expressed as follows. The decision statistic of the MH MAR procedure is

$$\hat{r}(x_1^n, \theta_k) = \frac{T_n(\theta_k)\pi_{0k}c_{0k} - (1 - \pi_{0k})}{T_n(\theta_k)\pi_{0k} + 1 - \pi_{0k}}n, \quad (4.1.9)$$

where

$$T_n(\theta_k) \triangleq \max_{1 \leq i \leq n} S_i^n(\theta_k) = \max\{T_{n-1}(\theta_k), 1\}l_n(\theta_k), \quad (4.1.10)$$

where $c_{0k}$ is design parameter chosen to achieve certain performance, $T_0(\theta_k) = 1$, $k = 1, 2, \ldots, M$, and $n \geq 1$. As soon as the following condition

$$\hat{r}_{mh}(x_1^{n+1}, \theta_k) > \hat{r}_{mh}(x_1^n, \theta_k) \quad (4.1.11)$$

is first satisfied for any $k \in \{1, 2, \ldots, M\}$ and any $n \geq 1$, it is decided that the change $m$ has occurred. Similar to the MAR procedure, the constraints

$$c_{0k} \leq \frac{1 - \pi_{0k}}{\pi_{0k}} \quad (4.1.12)$$

for all $k = 1, 2, \ldots, M$ are needed to assure that $N \geq 1$.

Notice that the above procedure is a generalization of the MAR procedure introduced in Chapter 3 to the multiple hypotheses situation.

II. AMH MAR Procedure

In this subsection, we present an alternative multiple hypothesis (AMH) MAR procedure.

Similar to the MH MAR procedure, the parameters (possibly vectors) of $f_i$ are assumed to be $\theta_1, \theta_2, \ldots, \theta_M$ respectively. Then an M-ary hypothesis

$$H_m(\theta_k) : X_i \sim \begin{cases} f_0(x_i) & \text{if } 1 \leq i < m \\ f_i(x_i, \theta_k) & \text{if } i \geq m, \end{cases} \quad (4.1.13)$$
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is formulated, where \( m \geq 1 \) and \( k = 1, 2, \ldots, M \). Similar to the MH MAR procedure, the CUSUM statistic for each presumed parameter is

\[
T_n(\theta_k) = \max\{T_{n-1}(\theta_k), 1\} l_n(\theta_k).
\]

where \( k = 1, 2, \ldots, M \).

Instead of applying a bank of MAR procedures directly, we take

\[
\hat{T}_n = \max_{k=1,2,\ldots,M} T_n(\theta_k),
\]

as an estimate of the CUSUM statistic. Then the AMH MAR decision statistic is

\[
\hat{r}_a(x^n) = \frac{T_n \pi_0 c_0 - (1 - \pi_0)}{T_n \pi_0 + 1 - \pi_0}.
\]

the AMH MAR procedure is that one stops and decides that a change has occurred as soon as

\[
\hat{r}_a(n + 1, x_1^{n+1}) > \hat{r}_a(x^n)
\]

is first satisfied for any \( n \geq 1 \). Similar to the MAR procedure, we require that

\[
c_0 \leq \frac{1 - \pi_0}{\pi_0}
\]

to assure that \( N \geq 1 \).

III. Convergence of the MH and AMH MAR Procedures

In this subsection the convergence of the MH and AMH MAR procedures is studied, which may be helpful for choosing \( \theta_k \) to avoid possible divergence. For the MH and AMH MAR procedures, the almost sure (a.s.) convergence implies that the decision statistic for some presumed parameter is a convex function of \( n \) for sufficiently large \( n \).

We first define an information term which measures the distance between two distributions.

\[
I(\theta_j, \theta_k) = \int_{-\infty}^{+\infty} f_1(x, \theta_j) \ln \frac{f_1(x, \theta_k)}{f_0(x)} dx.
\]
Obviously
\[ I_k \triangleq I(\theta, \theta_k) = \int_{-\infty}^{+\infty} f_1(x, \theta) \ln \frac{f_1(x, \theta_k)}{f_0(x)} \, dx = E_m \{ \ln \frac{f_1(X, \theta_k)}{f_0(X)} \}. \]  
(4.1.20)

It can be shown that

\[ -\infty < I_k \leq \max_{k=1,2,\ldots,M} I_k \triangleq I_{\max} \leq I(\theta, \theta) \triangleq I_f. \]  
(4.1.21)

Practically it can be easily verified that for most distributions a smaller distance between \( \theta \) and \( \theta_k \) corresponds to a larger \( I_k \), and vice versa. Therefore \( I_f - I_k \) can be physically viewed as a reasonable measure of distance between \( \theta \) and \( \theta_k \), where \( k \in \{1,2,\ldots,M\} \).

The distance between the set \( \{\theta_1,\ldots,\theta_M\} \) and the actual parameter \( \theta \) may be measured by \( I_f - I_{\max} \).

The necessary and sufficient condition for the a.s. convergence of the AMH and MH MAR procedures is given by

**PROPOSITION 4.1** If the change time \( m < +\infty \) and the stopping variable \( N \geq 1 \), then the necessary and sufficient condition for the MH and AMH MAR procedures to have the a.s. convergence property is that there exists some \( k \in \{1,2,\ldots,M\} \) such that

\[ I_k > 0 \]  
(4.1.22)

or equivalently

\[ I_{\max} > 0 \]  
(4.1.23)

where

\[ I_{\max} = \max_{k=1,2,\ldots,M} I_k. \]  
(4.1.24)

\( \Box \)

**PROOF:** Using the same argument as that used in the proof of Propositions 3.1 and 3.2, it follows that, as \( n \to +\infty \), the following convergences hold almost surely:

\[ \hat{f}(x^n_1, \theta_k) \to \frac{e^{(n-m+1)I_k \pi_0 \kappa_0 k} - (1 - \pi_0 k)}{e^{(n-m+1)I_k \pi_0 k} + 1 - \pi_0 k} \]  
(4.1.25)
and
\[ \hat{r}_n(x^n) \rightarrow \frac{e^{(n-m+1)I_{k\max}}\pi_0c_0 - (1 - \pi_0)}{e^{(n-m+1)I_{k\max}}\pi_0 + 1 - \pi_0}n. \tag{4.1.26} \]

Here we present the proof for the MH MAR procedure. A similar argument holds for the AMH MAR procedure.

i) Necessity: When \( I_k \leq 0 \) for all \( k = 1, 2, \ldots, M \) and \( n \rightarrow +\infty \),

\[ \hat{r}(x^n, \theta_k) \rightarrow \frac{e^{(n-m+1)I_{k\pi_0c_0k}} - (1 - \pi_0k)}{e^{(n-m+1)I_{k\pi_0k}} + 1 - \pi_0k}n \rightarrow -n. \]

That is, \( \hat{r}(x^n, \theta_k) \) is asymptotically a monotonically decreasing function of \( n \). Therefore from Eq.(5.1.11)

\[ P\{N = +\infty\} > 0 \]

and the MH MAR procedure is not a.s. convergent.

ii) Sufficiency: If \( I_k > 0 \) for some \( k \in \{1, 2, \ldots, M\} \),

\[ \hat{r}(x^n, \theta_k) \rightarrow \frac{e^{(n-m+1)I_{k\pi_0k}} - (1 - \pi_0k)}{e^{(n-m+1)I_{k\pi_0k}} + 1 - \pi_0k}n \]

which is increasing with \( n \) for \( n \rightarrow +\infty \). Therefore

\[ P\{N < +\infty\} = 1. \]

The MH MAR procedure is a.s. convergent.

A similar argument holds for the AMH MAR procedure and is omitted here.

QED

From the above proposition it is seen that the number of presumed parameters should not be too small if a.s. convergence has to be guaranteed.

IV. Other Multiple Hypothesis Algorithms

It is natural to combine the MH approach with the CUSUM procedure. Using the MH approach the CUSUM statistic can be easily written in a recursive form, as is suggested by Eq.(4.1.10), i.e.

\[ T_n(\theta_k) = \max_{1 \leq i \leq n} S^n_i(\theta_k) = \max\{T_{n-1}(\theta_k), 1\}l_n(\theta_k). \tag{4.1.27} \]
Then the MH CUSUM procedure is proposed here as a decision rule that one stops and decides a change has occurred as soon as

\[ T_n(\theta_k) \geq B_k \]  

(4.1.28)

for any \( k = 1, 2, ..., M \).

The MH CUSUM procedure proposed here may be viewed as a generalization of the two-sided CUSUM (V-mask) procedure where \( M = 2 \). From the simulation results in Chapter 3 we conjecture that the MH CUSUM procedure proposed here may not be able to perform better than the MH MAR and AMH MAR procedures.

V. Number of Presumed Parameters

According to Proposition 4.1, a sufficiently large number of presumed parameters have to be chosen in order to satisfy the a.s. convergence condition. However, using a larger number of presumed parameters does not always imply better performance. This is true because too many presumed parameters would result in a large false alarm probability. The following analysis explores this trade-off.

Let \( a_i \) denote the event that the procedure using the \( i \)th presumed parameter causes a false alarm, i.e., that

\[ \alpha_i = P_0\{a_i\} \]  

(4.1.29)

where \( i = 1, 2, ..., M \). For small \( M \), we may suppose the bank of \( M \) procedures are independent of each other. Then the overall false alarm probability is

\[
\alpha = P_0\{a_1 \cup a_2 \cup ... \cup a_M\} \\
= \sum_{k=1}^{M} (-1)^{k+1} \sum_{i_1 < i_2 < ... < i_k} P_0\{a_{i_1}\} P_0\{a_{i_2}\} ... P_0\{a_{i_k}\} \\
= \sum_{k=1}^{M} (-1)^{k+1} \sum_{i_1 < i_2 < ... < i_k} \alpha_1 \alpha_2 ... \alpha_k. 
\]  

(4.1.30)

If

\[
\alpha_1 = \alpha_2 = ... = \alpha_M 
\]  

(4.1.31)
then
\[
\alpha = \sum_{k=1}^{M} (-1)^{k+1} C_M^k \alpha_1^k
\]
\[
= 1 + \sum_{k=0}^{M} (-1)^{k+1} C_M^k \alpha_1^k
\]
\[
= 1 - (1 - \alpha_1)^M
\]  \hspace{1cm} (4.1.32)

where
\[
C_M^k \equiv \frac{M!}{k!(M-k)!};
\]  \hspace{1cm} (4.1.33)

Notice that using more presumed parameters (a larger \( M \)) may result in a smaller \( \alpha_1 \) since \( I_{max} \) may be closer to \( I_f \), i.e., that \( \alpha_1(M) \) may be a (non-strictly) decreasing function of \( M \). The smallest \( \alpha_1(M) \) is the one when \( \theta_k = 0 \) for some \( k \in \{1, 2, ..., M\} \), which is denoted by \( \alpha_f \). Notice that
\[
\alpha_1(M) \geq \alpha_f > 0.
\]  \hspace{1cm} (4.1.34)

The situation that the presumed parameter \( \theta_k \) equals the actual parameter \( \theta \) may happen by chance if \( M \) is finite or may be a result of \( M \to +\infty \). Rewriting (4.1.32) as
\[
\alpha = 1 - (1 - \alpha_1(M))^M
\]  \hspace{1cm} (4.1.35)

we notice that \( \alpha \) is a convex function of \( M \). Therefore, an optimum \( M \) may exist. However, it seems difficult to find this optimum \( M \) analytically.

Interestingly, when the number \( M \) of presumed parameters goes to \( +\infty \), the overall false alarm probability \( \alpha \) goes to 1 according to (4.1.32). For the change detection problem the detection probability \( \pi = 1 - \alpha \). Therefore an extremely large \( M \) may result in both a very large false alarm probability and a very small detection probability.
4.1.4 Maximum Likelihood Estimation Approaches for Change Detection

As is discussed in previous subsections, combining maximum likelihood estimation (MLE) with the CUSUM statistic yields [9]

\[ T_n = \max_{1 \leq i \leq n} \max_{\theta} S^n_i(\theta). \]  

(4.1.36)

However, the above statistic cannot be written in a recursive form, and therefore has too much computational complexity to be practically implemented, particularly when the actual change time \( m \) is very large. Therefore a moving-window MLE technique must be used, i.e., that

\[ T_n(\theta^n) = \max_{n-w+1 \leq i \leq n} \max_{\theta} S^n_i(\theta) \]  

(4.1.37)

for \( n = w, w+1, \ldots \). In contrast to the MLR approach discussed in Subsection 4.2.2 (see [9]), an MLE MAR procedure is proposed here. The MLE MAR statistic is

\[ \hat{r}_{mle}(x^n_1) = \frac{T_n(\theta^n)\pi_0c_0 - (1 - \pi_0)}{T_n(\theta^n)\pi_0 + 1 - \pi_0}n. \]  

(4.1.38)

The decision rule of the MLE MAR procedure is that one stops and decides that a change has occurred as soon as

\[ \hat{r}_{mle}(x^n_1) > \hat{r}_{mle}(x^{n-1}_1). \]  

(4.1.39)

- **Remark 1:** The MLE MAR procedure can be easily combined with an adaptive parameter estimation algorithm to achieve combined detection-estimation. This is an advantage over the MH approaches discussed in the last subsection since the latter approaches often lead to poor estimation results according to our simulations.

- **Remark 2:** In practice, if \( w \) is not very large compared to \( m \), the simulations in the next subsection show that the detection performance of the MLE MAR procedure is inferior to both the MH and AMH MAR procedures. If the window size \( w \) is very close to \( m \), the performance of the MLE MAR procedure can be
close to either the MH or AMH MAR procedures. However, for a large change time \( m \), it is not practical to make the window size \( w \) close to \( m \).

- **Remark 3:** If the window-size \( w \) is not very large, the algorithm can be implemented with reasonable computation. However, if the window-size is chosen to be large to have better performance, the computational complexity of the MLE MAR procedure is prohibitive.

### 4.1.5 Simulation Results

#### I. Simulation Model

We use a model similar to one used in Chapter 3, i.e.

\[
X_i = \begin{cases} 
N_i & \text{if } i < m \\
N_i + \theta & \text{if } i \geq m
\end{cases}
\]  

(4.1.40)

where \( i = 1, 2, \ldots \), \( \theta \) is an unknown constant, and \( N_i \) is i.i.d additive white Gaussian noise (AWGN). The densities for this model are

\[
f_0(x_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x_i^2}{2\sigma^2}} \quad \text{if } i < m
\]  

(4.1.41)

and

\[
f_1(x_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x_i+\theta)^2}{2\sigma^2}} \quad \text{if } i \geq m
\]  

(4.1.42)

where \( \sigma^2 \) is the variance (and also the energy) of the AWGN \( N_i \). The signal-to-noise ratio (\( SNR \) db) is

\[
SNR = 20 \log_{10} \frac{\theta}{\sigma}.
\]  

(4.1.43)

#### II. Comparison between the MLE MAR Procedure and the MLR Procedure

We first compare the performance of the MLR procedure with that of the MLE MAR procedure. It is shown that the MLE MAR procedure is always better than the MLR procedure in all cases tried. In next subsection, it will be shown that if some presumed
parameters are not very far away from the actual parameter, then either the MH MAR procedure or the AMH MAR is always better than the MLE MAR procedure in all cases tried.

The MLR procedure has appeared in the published literature [9]. The MLE MAR procedure is first proposed in this thesis (Section 4.1.4). Both procedures use a moving window maximum likelihood estimation (MLE) technique. The MLR procedure combines the MLE with a likelihood ratio technique. The MLE MAR procedure combines the MLE with the MAR procedure introduced in this thesis. Both procedures use a window size \( w = 100 \). The design parameters for the MLE MAR procedure is \( \pi_0 = c_0 = 1.1 \times 10^{-6} \). The threshold for the MLR procedure is \( \ln B = 8.38 \). For all signal-to-noise ratios (SNR), the design parameters do not change. The detection probability for both procedures is \( \pi = 0.9 \) and the false alarm probability \( \alpha = 0.1 \) with a 90% confidence interval of \( \pm 0.002 \). The actual detection (false alarm) probability of the MLE MAR procedure is always slightly larger (smaller) than the MLR procedure.

From Figures 4.1–4.3, it is clear that the average delay of the MLE MAR procedure is always smaller than the MLR procedure. When the SNR is small (less than \(-8 \) db), the superiority of the MLE MAR procedure is significant. When the SNR is not small (greater than \(-8 \) db), the difference of the average delay between the two procedures is not significant. However, the false alarm ARL of the MLE MAR procedure is always significantly better than the MLR procedure. Therefore, the conclusion is that the MLE MAR procedure is always better than the MLR procedure in all cases tried.
Figure 4.1: Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude). The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The average delay v.s. SNR (weak signal).
Figure 4.2: Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude). The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The average delay v.s. SNR.
Figure 4.3: Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude). The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The false alarm ARL $N_f$ v.s. SNR.
III. Comparison between the MH, AMH and MLE MAR Procedures

In the last subsection it was shown that the MLE MAR procedure is better than the MLR procedure. In this subsection we will show that either the MH MAR procedure or the AMH MAR procedure can be better than the MLE MAR procedure if the distance between some presumed parameter and the actual parameter is not very large. The results are shown in Figures 4.4-4.8.

The presumed parameters (the means of Gaussian distribution) are listed in Table 4.1. The actual parameters (the means of Gaussian distribution) used in the simulation are listed in Table 4.2. The distance measure $I_f - I_{\text{max}}$ is also listed, where

$$I_f = E_1 \{ \ln \frac{f_1(X, \theta)}{f_0(X)} \} = \frac{1}{2} \left( \frac{\theta}{\sigma} \right)^2$$

(4.1.44)

and

$$I_{\text{max}} = \max_{k=1,2,\ldots,M} I_k = \max_{k=1,2,\ldots,M} E_1 \{ \ln \frac{f_1(X, \theta)}{f_0(X)} \} = \max_{k=1,2,\ldots,M} \frac{\theta_k (2\theta - \theta_k)}{2\sigma^2}.$$  

(4.1.45)

In the simulation $\sigma = 0.25$. It is seen that the a.s. convergence condition $I_{\text{max}} > 0$ outlined in Proposition 4.1 is satisfied.

The design parameters for the AMH MAR procedure are $\pi_0 = c_0 = 3.1 \times 10^{-6}$ and do not change for all SNR’s. The design parameters $p_i0_k$ and $c_{0k}$ for the MH MAR procedure are listed in Table 4.3 and do not change for all SNR’s.

From Figure 4.4, it is seen that for very weak signals (the SNR is less than -14.5db), the average delay performance of the MH MAR procedure is better than other two procedures. The MLE MAR procedure (and the MLR procedure according to Figures 4.1-4.3) is worse than both the MH and AMH MAR procedures. The difference between the MH and AMH MAR procedures is a result of the fact that $\theta_k \neq \theta$ for all $k$ and that the MH MAR procedure is more robust than AMH MAR.

Figures 4.5-4.7 show that for moderately weak and strong signals, the average delay performance of the AMH MAR procedure is the best among all procedures. The AMH
MAR procedure seems to be a very good procedure if the actual parameter is quite close (but not necessarily equal) to a presumed parameter.

However, Figures 4.5-4.8 reveal that the false alarm ARL performance of the MLE MAR procedure is the best among all procedures. However, in simulations we found that this is the case only if the window size $w$ is not much smaller than the actual change time $m$. In addition, since the false alarm probability $\alpha$ is generally very small, the false alarm ARL performance may not be very important.

In conclusion, we remark that for the situation where the average delay and the false alarm probability are more important than the false alarm ARL, either the AMH or MH MAR procedures would be preferred. If the false alarm ARL performance is much more important than the average delay and the false alarm probability, and if combined detection-estimation is very important, then the MLE MAR procedure may be preferred. However, all three procedures introduced in this thesis are preferable to the existing MLR procedure according to the simulation results.
Figure 4.4: **Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude).** The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. **The average delay $D_m$ v.s. SNR (very weak signal).**
Figure 4.5: Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude). The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The average delay $D_m$ v.s. SNR (moderately weak signal).
Figure 4.6: Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude). The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The average delay $D_m$ v.s. SNR (strong signal).
Figure 4.7: Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude). The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The average delay $D_m$ v.s. SNR (strong signal).
Figure 4.8: Quickest detection of a change in the mean of Gaussian distribution (with unknown amplitude). The false alarm probability is $\alpha = 0.1$. The change-time is $m = 500$. The false alarm ARL $N_f$ v.s. SNR.
IV. Effect of the Distance between the Actual and Presumed Parameters on the Performance

The performances of the MH and AMH MAR procedures obtained in the previous subsection are based on the assumption that the distance \( I_f - I_{\text{max}} \) between the actual and presumed parameters is not very large, typically \( I_f - I_{\text{max}} < 0.01 \) (see Table 4.2). However, if the distance \( I_f - I_{\text{max}} \) between the actual and presumed parameters is large, the results are quite different.

Table 4.4 shows the effect of the distance \( I_f - I_{\text{max}} \) between the actual and presumed parameters on the performance of the MH and AMH MAR procedures. The presumed parameters are listed in Table 4.1, which are all greater than zero. The actual parameters listed in Table 4.4 are all less than zero. The performance of the MLE MAR procedure is also listed for comparison. The change time is \( m = 500 \). The false alarm probability \( \alpha = 0.1 \). The average delay for MLE, MH MAR and AMH MAR procedures are denoted by \( D_{\text{MLE}} \), \( D_{\text{MH}} \) and \( D_{\text{AMH}} \) respectively. The false alarm ARL for MLE, MH and AMH MAR procedures are denoted by \( N_{\text{MLE}} \), \( N_{\text{MH}} \) and \( N_{\text{AMH}} \) respectively.

It is seen that the a.s. convergence condition is not satisfied since \( I_{\text{max}} < 0 \). As a result, the performance of the AMH MAR procedure is very poor (it almost diverges), even though it performs very well for moderately weak and strong signals if the distance \( I_f - I_{\text{max}} \) is small (see Figures 4.5–4.7 and Table 4.2).

The MH MAR procedure appears quite robust. Even when the a.s. convergence condition \( I_{\text{max}} > 0 \) is not satisfied, it still performs well if the distance \( I_f - I_{\text{max}} < 0.04 \). It seems that the MH MAR procedure is convergent with high probability even for fairly large distance \( I_f - I_{\text{max}} \).

It is also observed that the MLE MAR procedure does not have a convergence problem. Its performance for \( \theta < 0 \) is the same as that for \( \theta > 0 \).
4.2 Change Detection for Nonstationary or Dependent Observations

In this section, we first study the sequential probability ratio test (SPRT) for nonstationary observations, which has certain applications to change detection since the CUSUM procedure is essentially a repeated SPRT (see Chapter 2). Then we propose a number of possible solutions to the change-detection problem for nonstationary or dependent observations. The non-i.i.d. change-detection problem is an interesting but difficult topic. We will not spend much effort on this problem and will propose only several possible solutions without much elaboration.

4.2.1 Sequential Probability Ratio Test for Nonstationary Observations

1. Problem Statement

The problem of minimizing the average sample size in a binary \( H_0 \) v.s. \( H_1 \) test has been studied extensively since Wald published his pioneering work [119] in 1947. For i.i.d. observations, it is well-known that the optimal detection technique is Wald's SPRT [120, 33]. However, for non-i.i.d. situations, the properties of the SPRT are less known and no practically implementable results are available [114]. By using a martingale-theoretic approach, it was shown in [27] that for nonstationary but independent observations the SPRT with varying thresholds is still optimal. It was also shown [27] that for Gaussian and dependent observations the SPRT is equivalent to that for nonstationary but independent observations. Unfortunately, the problem of designing the varying decision thresholds is still unsolved, and this generalized SPRT cannot be practically implemented. In this thesis, we will provide a different approach to generalizing the SPRT to nonstationary situations. As a result of this generalization, several practical properties of the optimum decision thresholds for the generalized SPRT are shown.
For nonstationary and independent observations, this problem can be expressed in the following way: Suppose \( \{ X_i | i = 1, 2, \ldots \} \) are independent random variables observed sequentially. Consider hypothesis test

\[
H_0 : \quad X_i \sim f_{0i}(x_i) \\
H_1 : \quad X_i \sim f_{1i}(x_i)
\]

(4.2.1)

where \( f_{0i} \neq f_{0j}, f_{1i} \neq f_{1j} \) for some \( i \neq j \) (\( i, j = 1, 2, \ldots \)) and \( f_{0i} \neq 0 \) for any \( i = 1, 2, \ldots \). It is assumed that \( X_i \) are independent under both \( H_0 \) and \( H_1 \). Since the observations are nonstationary, we modify the definitions of \( P_i, E_i \) \( i = 0, 1 \) as follows. Define

\[
P_0 \{ X_i \leq x \} \triangleq \int_{-\infty}^{x} f_{0i}(t)dt
\]

(4.2.2)

and

\[
P_1 \{ X_i \leq x \} \triangleq \int_{-\infty}^{x} f_{1i}(t)dt
\]

(4.2.3)

and expectations \( E_0, E_1 \) are defined under \( P_0 \) and \( P_1 \), respectively. The above definitions of \( P_i, E_i \) \( i = 0, 1 \) are natural extensions to that in Chapter 2. The one-sample likelihood ratio \( l_i \) is defined as

\[
l_i \triangleq \frac{f_{1i}(x_i)}{f_{0i}(x_i)}
\]

(4.2.4)

Notice that

\[
S_k^n = \prod_{i=k}^{n} l_i
\]

(4.2.5)

for \( k \leq n \). Particularly, for \( k = 1 \) \( S_1^n \) may be written as

\[
S_n \triangleq S_1^n.
\]

(4.2.6)

The generalized SPRT is defined as the following decision rule:

\[
S_1^n \begin{cases} 
\geq B_n & a_1 \\
\in (A_n, B_n) & \text{no decision and continue sampling} \\
\leq A_n & a_0
\end{cases}
\]

(4.2.7)
for varying thresholds $A_n$ and $B_n$, where $0 \leq A_n \leq B_n$. This generalized SPRT is referred to as NSPRRT.

The problem is to minimize

$$E_i(N)$$

for given error probabilities

$$\alpha = P_0(a_1)$$

and

$$\beta = P_1(a_0),$$

where $i = 0, 1$ and $a_i$ denotes "accepting hypothesis $H_i$" (defined in Chapter 2).

II. A Generalized Wald Lower Bound for NSPRRT

For some decision rule we have a stopping variable $N$ ($N \in \{1, 2, \ldots\}$). Define

$$\overline{T}_1 \triangleq E_1\left(\frac{\sum_{i=1}^{N} \ln l_i}{E_1(N)}\right)$$

and

$$\overline{T}_0 \triangleq E_0\left(\frac{\sum_{i=1}^{N} \ln l_i}{E_0(N)}\right).$$

It is obvious that the average information terms $\overline{T}_1$ and $\overline{T}_0$ are constants not related to $N$ but to the pdfs of $X_i$. Using the average information terms, we can generalize Wald’s lower bound to non-stationary case:

**Theorem 4.1** For any procedure to test $H_1$ versus $H_0$ as defined above, given the error probability of the first kind $\alpha$ and the second kind $\beta$, the lower bound for the expectation of the sample size $N$ is

$$E_1(N) \geq \overline{T}_1^{-1}\left\{(1 - \beta)\ln \frac{1 - \beta}{\alpha} + \beta \ln \frac{\beta}{1 - \alpha}\right\},$$
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\[ E_0(N) \geq I_0^{-1} \left\{ \alpha \ln \frac{1 - \beta}{\alpha} + (1 - \alpha) \ln \frac{\beta}{1 - \alpha} \right\}. \quad (4.2.12) \]

\[ \square \]

To prove Theorem 4.1, we first present the following lemma:

**LEMMA 4.1** Let \( Y \) be a random variable, then

\[ E_1(Y) = E_0(YS_n). \quad (4.2.13) \]

Let \( \Theta \) denote a probability event and define the indicator function

\[ I_\Theta \triangleq \begin{cases} 1 & X \in \Theta \\ 0 & X \notin \Theta. \end{cases} \quad (4.2.14) \]

When \( Y = I_\Theta \) then

\[ P_1(\Theta) = E_0(S_n; \Theta) \quad (4.2.15) \]

and when \( Y = I_\Theta S_n^{-1} \) we have

\[ P_0(\Theta) = E_1(S_n^{-1}; \Theta). \quad (4.2.16) \]

\[ \square \]

**PROOF:**

\[
E_1(Y) = \int_{\Omega} yf_{i1}(x)...f_{in}(x)dx_1...dx_n \\
= \int_{\Omega} yS_n f_0(x)...f_n(x)dx_1...dx_n \\
= E_0(YS_n).
\]

Equations (4.2.15) and (4.2.16) are straightforward results of (4.2.13) using definition (4.2.14). \( \text{QED} \)

**PROOF OF THEOREM 4.1:** Using the properties of conditional expectation and conditional probability and Lemma 4.1 yields

\[ \alpha = P_0(a_1) \]
\[
E_1(S_n^{-1}; a_1) = E_1(S_n^{-1} | a_1) P_1(a_1) \\
\geq e^{-E_1(\ln S_n | a_1)}(1 - \beta) \\
= e^{-E_1(\ln S_n; a_1)/(1 - \beta)}(1 - \beta),
\]

where Jensen's inequality was used in the second-to-last expression.

Taking log on both sides yields

\[
E_1(\ln S_n; a_1) \geq (1 - \beta) \ln \frac{1 - \beta}{\alpha}.
\]

Similarly we have

\[
E_1(\ln S_n; a_0) \geq \beta \ln \frac{\beta}{1 - \alpha}.
\]

So

\[
E_1(\ln S_n) = E_1(\ln S_n; a_0) + E_1(\ln S_n; a_1) \geq (1 - \beta) \ln \frac{1 - \beta}{\alpha} + \beta \ln \frac{\beta}{1 - \alpha}.
\]

Therefore

\[
E_1(\ln S_N) = E_1(\ln S_N; N \in \{1, 2, \ldots\}) \\
= \sum_{n=1}^{+\infty} E_1(\ln S_N; N = n) \\
= \sum_{n=1}^{+\infty} E_1(\ln S_N | N = n) P_1(N = n) \\
= \sum_{n=1}^{+\infty} E_1(\ln S_n) P_1(N = n) \\
\geq \sum_{n=1}^{+\infty} ((1 - \beta) \ln \frac{1 - \beta}{\alpha} + \beta \ln \frac{\beta}{1 - \alpha}) P_1(N = n) \\
= ((1 - \beta) \ln \frac{1 - \beta}{\alpha} + \beta \ln \frac{\beta}{1 - \alpha}) \sum_{n=1}^{+\infty} P_1(N = n) \\
= (1 - \beta) \ln \frac{1 - \beta}{\alpha} + \beta \ln \frac{\beta}{1 - \alpha}. \tag{4.2.17}
\]

From the above result and the definitions of \( \tilde{I}_i \), we have

\[
E_1(N) \geq \tilde{I}_1^{-1} \{(1 - \beta) \ln \frac{1 - \beta}{\alpha} + \beta \ln \frac{\beta}{1 - \alpha}\}.
\]
Similarly we can prove the second inequality.

QED

Generally it is difficult to calculate $\overline{t}_1$ and $\overline{t}_0$. However, for periodically varying signals with period $T$, when $E_i(N) \gg T$, $\overline{t}_i$ can be approximated by

$$\overline{t}_i \approx \frac{E_i(\sum_{j=1}^{T} l_j)}{T}$$

(4.2.18)

where $i = 0, 1$.

Theorem 4.1 shows the lower bound of the expected sample size for testing hypotheses about a non-stationary sequence under the given strength. Finally we remark that the relations between the decision thresholds $A_n, B_n$ and the error probabilities formulated by Wald (1947) still hold for the non-i.i.d. situation (see, e.g. Tantaratana (1986)). The relations are:

$$\alpha \leq B_n^{-1}(1 - \beta), \quad \beta \leq A_n(1 - \alpha).$$

(4.2.19)

III. Optimality of NSPRT

Using Bayesian analysis, we now show that the NSPRT with varying thresholds is optimal among all procedures. Some important properties of the varying thresholds are also shown, which may be helpful for designing the varying thresholds for some practical problems.

In the following we prove the optimality of the NSPRT, i.e., that the NSPRT minimizes the expected sample size among all procedures for given error probabilities (or vice versa). This is formally expressed as Theorem 4.2. The proof of Theorem 4.2 is quite long, but similar to that given by Ferguson [33], which is a modified version of Wald-Wolfowitz's proof [120]. As an overview, this proof uses Bayesian analysis, where the Bayesian risk consists of two terms: (i) the Bayesian loss due to the false terminal decision, and (ii) the random sample size. It will be shown that this Bayesian procedure with varying thresholds is a NSPRT and any NSPRT is Bayesian. This result implies
that a linear combination of the expected sample size and error probabilities for the NSPRT is minimal among any procedures. Therefore the expected sample size for the NSPRT is minimized among all procedures for any given error probabilities (or vice versa).

This proof is organized in the following way: we first introduce essential notation for the Bayesian analysis, which is similar to that in [33] except for minor modifications. Then we show that a Bayesian procedure can be expressed as a NSPRT and vice-versa. These results parallel those found in [33] with certain generalizations. Using by-products of the optimality proof, we will derive properties of the NSPRT optimum thresholds for several important special cases.

We now introduce the relevant concepts in Bayesian analysis. Let \( \pi \) denote the prior probability that \( H_1 \) is true. The probability associated with event \( \Theta \) is then \( P_\pi(\Theta) = \pi P_1(\Theta) + (1 - \pi)P_0(\Theta) \). Let \( N \) denote the (possibly random) stopping time for the test of \( H_1 \) versus \( H_0 \). Define

\[
\psi_n \triangleq P_\pi(N = n|n \geq 1) \quad (4.2.20)
\]

It is obvious that \( \psi_n \) is the density of \( N \), i.e., the probability of stopping at time \( n \), which is the stopping rule for the sequential test. Define the final decision rule as

\[
\delta_n \triangleq \begin{cases} 
1 & a_1 \\
0 & a_0 \\
\text{any} & \text{otherwise.}
\end{cases} \quad (4.2.21)
\]

Let \( c (> 0) \) represent a finite constant cost for each observation. Then the total cost for the test due to the length of observation is

\[
C_N(\pi, \psi) = cN. \quad (4.2.22)
\]

Let \( L(\pi, \delta_N) \) denote the loss function due to a false terminal decision. Then the total risk for sequential stopping rule \( \psi = (\psi_1, \psi_2, \ldots) \) and terminal decision rule \( \delta_N \) is

\[
R(\pi, \psi, \delta_N) = L(\pi, \delta_N) + C_N(\pi, \psi) = L(\pi, \delta_N) + cN, \quad (4.2.23)
\]

127
and its expectation is denoted by

\begin{equation}
\begin{split}
\tau(\pi, \psi, \delta) &= E_{\pi}\{L(\pi, \delta, \pi)\} + \epsilon E_{\pi}(N).
\end{split}
\end{equation}

The Bayesian rule is to choose stopping rule \( \psi \) and terminal decision rule \( \delta \) to minimize \( \tau(\pi, \psi, \delta) \) for the posterior \( \pi \) after the samples have been observed. Let \( \pi_{x'_i} \) denote the posterior probability that \( H_1 \) is true after \( X_i' = x'_i \) have been observed, i.e.,

\begin{equation}
(\pi)_{x'_i} \triangleq P(H_1|X_i' = x'_i) = \frac{\pi S_i'(x'_i)}{\pi S_i'(x'_i) + 1 - \pi}.
\end{equation}

By using Bayes’ theorem, the above result can be easily verified. We note that the independence assumption is needed here. Similar to Theorem 1 in [33], p.314, and Eq. (7.43), we have

**Lemma 4.2** Let \( \delta_j^\pi \) be a fixed sample size (FSS) Bayes rule for the test of \( H_1 \) versus \( H_0 \) based on an observation sequence \( X_i' = x'_i \) with fixed sample size \( j \) and given prior knowledge of \( \pi \). For any fixed stopping rule \( \psi \), \( \tau(\pi, \psi, \delta) \) is minimized by \( \delta^\pi = (\delta_0^\pi, \delta_1^\pi, \delta_2^\pi, \ldots) \). Let the loss due to a correct terminal decision be zero, \( w_{10} (0 < w_{10} < +\infty) \) be the loss due to falsely accepting \( H_0 \) when \( H_1 \) is true, and \( w_{01} (0 < w_{01} < +\infty) \) be the loss due to falsely accepting \( H_1 \) when \( H_0 \) is true. Then

\begin{equation}
\delta^\pi_j = \begin{cases} 
0 & \text{if } w_{10}\pi_{x'_i} < w_{01}(1 - \pi_{x'_i}) \\
\text{any} & \text{if } w_{10}\pi_{x'_i} = w_{01}(1 - \pi_{x'_i}) \\
1 & \text{if } w_{10}\pi_{x'_i} > w_{01}(1 - \pi_{x'_i})
\end{cases}
\end{equation}

and the minimum posterior expected Bayes loss is

\begin{equation}
\rho^\pi_j(\pi_{x'_i}) = \begin{cases} 
w_{10}\pi_{x'_i} & \text{if } \pi_{x'_i} \leq \frac{w_{01}}{w_{01} + w_{10}} \triangleq w \\
w_{01}(1 - \pi_{x'_i}) & \text{if } \pi_{x'_i} \geq \frac{w_{01}}{w_{01} + w_{10}} = w
\end{cases}
\end{equation}

for \( j \geq 0 \) with \( \pi_0 \triangleq \pi \).  

The proof of Lemma 4.2 is the same as that for Theorem 1 in [33], p.314, where the i.i.d. assumption is not required ([33], p.310, line 2-3). We should notice that in [33]
the i.i.d. assumption was first introduced on p.350, Section 7.5, and that from p.310 to p.350 the i.i.d. assumption is not required.

The minimum decision loss \( \rho_j(\pi_{\text{dir}}) \) can be also written as
\[
\rho_j(\pi_{\text{dir}}) = \min\{w_0\pi_{\text{dir}}, w_0(1 - \pi_{\text{dir}})\}. 
\] (4.2.28)

The above result provides the Bayesian terminal decision rule. Now we discuss the sequential stopping rule. Defining a posterior risk associated with the \( j \)-sample test as
\[
U_j \triangleq \rho_j + c_j 
\] (4.2.29)

Eq. (4.2.24) can be written as
\[
r(\pi, \psi, \delta) = E(\rho_N + cN) \\
= E\{\sum_{j=0}^{+\infty} \psi_j[\rho_j(X_1^j, \pi) + c_j]\} \\
= E\{\sum_{j=0}^{+\infty} \psi_j U_j(X_1^j, \pi)\} = E[U_N(X_1^N, \pi)]. 
\] (4.2.30)

The above equation shows that a greater sample size \( j \) corresponds to a smaller terminal decision loss \( \rho_j \) which is traded off by the cost \( c_j \) due to the greater sample size. The goal is to determine an optimum \( j \) such that the above gross risk is minimized. To find this optimum \( j \), we first truncate this sequential test at some finite \( J \), find an optimum \( j \), and then let \( J \) go to infinity to get the required result. Define the truncated test as
\[
\psi_{j+1} + ... + \psi_{j+1} \triangleq 1 
\] (4.2.31)

This implies that we must stop before or at the observation \( J \). For \( 0 < \pi < 1 \), let
\[
V_j^j(x_1^j, \pi) \triangleq \begin{cases} 
\min\{U_0(\pi), E[U_1(x_1^1, \pi)], E[U_2(X_1^2, \pi)], ..., E[U_J(X_1^J, \pi)]\} & \text{if } j = 0 \\
\min\{U_j(x_1^j, \pi), E[U_{j+1}(x_1^j, \pi)]|X_1^j = x_1^j], E[U_{j+2}(x_1^j, X_{j+1}^j, \pi)]|X_1^j = x_1^j], ..., E[U_J(x_1^j, X_{j+1}^J, \pi)]|X_1^j = x_1^j] \} & \text{if } 0 < j < J.
\end{cases} 
\] (4.2.32)

It can be easily verified that the above definition is the same as that in [33], p.353 or pp.316-317. It is obvious that \( V_j^j(x_1^j, \pi) \) is the minimum expected posterior risk among
all tests after observing $X^j_1 = x^j_1$ and with the sample size not less than $j$ and not greater than $J$. Particularly, if $J \to +\infty$, $V^J_0(\pi)$ represents the minimum expected posterior risk among all stopping rules. It should be noted that $V^J_0(\pi)$ is independent of $x$ and is dependent upon $\pi$ only, while $V^j_J(x^j_1, \pi)$ depends upon both $\pi$ and $x^j_1$.

We now state a result similar to Theorem 2 in [33], p.317, where a formal proof was not supplied:

**Lemma 4.3** The Bayes decision rule for the sequential decision problem (defined in this paper) truncated at $J$ is $(\psi^J, \delta^J)$, where $\delta^J$ is defined in Lemma 4.2 and $\psi^J$ is given by $\phi^J = (\phi^J_0, \phi^J_1, \ldots)$:

$$\psi^J = (1 - \phi^J_0) \ldots (1 - \phi^J_{j-1}) \phi^J_j$$  \hspace{1cm} (4.2.33)

where $\phi^J$ is defined by

$$\phi^J_j \triangleq \begin{cases} 1 & \text{if } U_j(x^j_1, \pi) \leq E\{V^j_{j+1}(x^j_1, X_{j+1}, \pi)|X^j_1 = x^j_1\} \\ 0 & \text{if } U_j(x^j_1, \pi) > E\{V^j_{j+1}(x^j_1, X_{j+1}, \pi)|X^j_1 = x^j_1\} \end{cases}$$  \hspace{1cm} (4.2.34)

where $0 \leq j < J$ and $\phi^J_J \triangleq 1$. The result also holds as $J \to +\infty$. \Box

A proof of Lemma 4.3 is presented later. The above functions have some interesting properties, which are listed below:

$$(\pi^J_{11})_{x^j_{j+1}} \triangleq P(H_1|X^n_{j+1} = x^n_{j+1}, \pi^J_{11}) = \frac{\pi^J_{11}S^n_{j+1}(x^n_{j+1})}{\pi^J_{11}S^n_{j+1}(x^n_{j+1}) + 1 - \pi^J_{11}} = \pi^J_{11};$$  \hspace{1cm} (4.2.35)

$$\rho_j(x^{i+j}_{i+1}, \pi^J_{11}) = \rho_0(\pi^J_{11}^{i+j}) = \rho_j(x^{i+j}_{i+k+1}, \pi^{i+j}_{x^{i+j}_{i+1}}) \quad \text{for } -i \leq k \leq j;$$  \hspace{1cm} (4.2.36)

$$U_j(x^j_1, \pi) = U_0(\pi^J_{11}) + c_j;$$  \hspace{1cm} (4.2.37)

$$V^j_J(x^{i+j}_{i+1}, \pi^J_{11}) = V^j_J(\pi^{i+j}_{x^{i+j}_{i+1}}) + c_j;$$  \hspace{1cm} (4.2.38)

$$V^J_0(\pi^J_{11}) = \min\{U_0, E\{V^J_0((\pi^J_{11})_{x_{i+1}}|X^i_1 = x^i_1)\} + c\}$$  \hspace{1cm} (4.2.39)
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When $J \to +\infty$ the above results are still the case. By using the related definitions, the proof of the above properties is straightforward and ignored here. We note that the property (4.2.35) only requires the independence assumption rather than the i.i.d. assumption used in [33]. Using the above properties it can be easily verified that the Bayes rule in Lemma 4.3 can be expressed as

$$
\phi_j^* = \begin{cases} 
1 & \text{if } U_0(\pi_{x_1^j}) \leq E\{V_0^{+\infty}[(\pi_{x_1^j})X_{j+1},|X_1^j = x_1^j]\} + c \\
0 & \text{if } U_0(\pi_{x_1^j}) > E\{V_0^{+\infty}[(\pi_{x_1^j})X_{j+1},|X_1^j = x_1^j]\} + c 
\end{cases} \quad (4.2.40)
$$

where $0 \leq j < +\infty$. Define

$$
W_j(\pi_{x_1^j}) \triangleq E\{V_0^{+\infty}[(\pi_{x_1^j})X_{j+1}]|X_1^j = x_1^j\} + c, \quad (4.2.41)
$$

which is a function of $\pi_{x_1^j}$ only, for given $j$. Since pdfs of $X_j$ are varying with $j$, $W_j(\pi_{x_1^j})$ is also varying with $j$. If $X_j$ is i.i.d., then $W_j(\pi_{x_1^j})$ is not varying with $j$, which becomes $V(\pi_{x_1^j})$ defined in [33]. $W_j(\pi_{x_1^j})$ is a key generalization to $V(\pi_{x_1^j})$ in [33], and results in the varying thresholds. From the above definition, the stopping rule in Lemma 4.3 is equivalent to

$$
\phi_j^* = \begin{cases} 
1 & \text{if } U_0(\pi_{x_1^j}) \leq W_j(\pi_{x_1^j}) \\
0 & \text{if } U_0(\pi_{x_1^j}) > W_j(\pi_{x_1^j}) 
\end{cases} \quad (4.2.42)
$$

where $0 \leq j < +\infty$. Letting $\pi_{x_1^j}$ take on value $\pi'$, the properties of $W_j(\pi')$ are given in

**Lemma 4.4** For $0 \leq \pi' \leq 1$, $W_j(\pi')$ is a continuous function of $\pi'$,

$$
W_j(\pi') \geq c, \quad (4.2.43)
$$

$$
\lim_{\pi' \to 0} W_j(\pi') = \lim_{\pi' \to 1} W_j(\pi') = c. \quad (4.2.44)
$$

In addition, when $U_0(\pi') \geq W_j(\pi')$, $W_j(\pi')$ is concave. □

The proof of Lemma 4.4 can be found in [33], p. 362.

$U_0(\pi')$ and $W_j(\pi')$ are shown in Figure 4.9. Recalling the definition

$$
w \triangleq \frac{w_0}{w_0 + w_1}, \quad (4.2.45)
$$
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let \( \pi_{Lj} \) and \( \pi_{Uj} \) denote two solutions of the equation

\[
U_0(\pi') = W_j(\pi').
\]  

(4.2.46)

where \( \pi_{Lj} \leq w \leq \pi_{Uj} \). If there exists no \( \pi_{Lj} \) or \( \pi_{Uj} \), let \( \pi_{Lj} = w = \pi_{Uj} \).

It should be noted that there exists at most one solution \( \pi_{Lj} \) and at most one solution \( \pi_{Uj} \) to the equation \( U_0(\pi') = W_j(\pi') \). The argument is as follows: If there exists more than one \( \pi_{Lj} \), say \( \pi_{Lj} \) and \( \pi_{Lj}' \) (\( \pi_{Lj} \neq \pi_{Lj}' \) and both \( \leq w \)), then there exists some \( \pi' \leq w \) such that \( W_j(\pi') \) is convex when \( U_0(\pi') \geq W_j(\pi') \), which contradicts Lemma 4.4. A similar argument holds for \( \pi_{Uj} \).

From the decision rules defined previously, the above results imply

**Lemma 4.5** The Bayes decision rule for the sequential decision problem defined in (4) is \((\psi^\pi, \delta^\pi)\), i.e. \((\phi^\pi, \delta^\pi)\), where \( \delta^\pi \) is given by

\[
\delta^\pi_j = \begin{cases} 
0 & \text{if } \pi_{x_1} \leq \pi_{Lj} \\
\text{no decision} & \text{if } \pi_{Lj} < \pi_{x_1} < \pi_{Uj} \\
1 & \text{if } \pi_{x_1} \geq \pi_{Uj}
\end{cases}
\]

(4.2.47)

and \( \phi^\pi \) is given by

\[
\phi^\pi_j = \begin{cases} 
1 & \text{if } \pi_{x_1} \leq \pi_{Lj} \text{ or } \pi_{x_1} \geq \pi_{Uj} \\
0 & \text{if } \pi_{Lj} < \pi_{x_1} < \pi_{Uj}
\end{cases}
\]

(4.2.48)

where \( 0 \leq j < +\infty \). Or equivalently

\[
\delta^\pi_j = \begin{cases} 
0 & \text{if } S_1^j \leq A_j \\
\text{no decision} & \text{if } A_j < S_1^j < B_j \\
1 & \text{if } S_1^j \geq B_j
\end{cases}
\]

(4.2.49)

and \( \phi^\pi \) is

\[
\phi^\pi_j = \begin{cases} 
1 & \text{if } S_1^j \leq A_j \text{ or } S_1^j \geq B_j \\
0 & \text{if } A_j < S_1^j < B_j
\end{cases}
\]

(4.2.50)
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for $0 \leq j < +\infty$, which is a NSPRT($A_j, B_j$) with

$$A_j = \frac{1 - \pi}{\pi} \cdot \frac{\pi L_j}{1 - \pi L_j}$$  \hspace{1cm} (4.2.51)

$$B_j = \frac{1 - \pi}{\pi} \cdot \frac{\pi U_j}{1 - \pi U_j}.$$  \hspace{1cm} (4.2.52)

\[\square\]

By using the Lemmas 4.2-4.4, the proof of Lemma 4.5 is straightforward.
Figure 4.9: $U_0(\pi')$ is the Bayes cost of a FSS test and $W_j(\pi')$ is the minimum cost among all stopping rules. Both of them are functions of $\pi'$. One stops as soon as $U_0(\pi') \leq W_j(\pi')$.  

\[ w = \frac{w_{10}}{w_{10} + w_{01}} \]
So far we have showed that a Bayes decision rule is equivalent to a $NSPRT(A_j, B_j)$, which has the minimum gross risk, and can be used to prove

**Theorem 4.2** Let $N$ denote the sample size for a $NSPRT$ and $N_a$ denote the sample size for any alternative procedure. Let $\alpha$ and $\beta$ denote the error probabilities of the first kind and the second kind, respectively, for a $NSPRT$ and $\alpha_a$, $\beta_a$ the corresponding error probabilities for any alternative procedure. If

$$\alpha_a \leq \alpha, \quad \beta_a \leq \beta, \quad (4.2.53)$$

then

$$E_1(N) \leq E_1(N_a), \quad E_0(N) \leq E_0(N_a). \quad (4.2.54)$$

On the other hand, if

$$E_1(N_a) \leq E_1(N), \quad E_0(N_a) \leq E_0(N), \quad (4.2.55)$$

then

$$\alpha \leq \alpha_a, \quad \beta \leq \beta_a. \quad (4.2.56)$$

□

**Proof:** Starting from Eq.(4.2.24), since the NSPRT rule $N$ minimizes the total expected risk, then we have

$$E_\pi \{L(\pi, \delta_N)\} + cE_\pi \{N\} \leq E_\pi \{L(\pi, \delta_{N_a})\} + cE_\pi \{N_a\} \quad (4.2.57)$$

Notice that

$$E_\pi \{L(\pi, \delta_N)\} = E\{L(\pi, \delta_N)|H_1\}P\{H_1\} + E\{L(\pi, \delta_N)|H_0\}P\{H_0\}$$

$$= w_{10}P\{a_0, NSPRT|H_1\} + w_{01}P\{a_1, NSPRT|H_0\}(1-\pi)$$

$$= w_{10}\beta + w_{01}\alpha(1-\pi) \quad (4.2.58)$$

$$E_\pi \{N\} = E\{N|H_1\}P\{H_1\} + E\{N|H_0\}P\{H_0\}$$

$$= E_1\{N\} \pi + E_0\{N\}(1-\pi) \quad (4.2.59)$$
\[ E_\pi\{L(\pi, \delta_{N_a})\} = E\{L(\pi, \delta_{N_a})|H_1\}P\{H_1\} + E\{L(\pi, \delta_{N_a})|H_0\}P\{H_0\} \]
\[ = w_{10}P\{a_0, \text{Alternative}|H_1\} + w_{01}P\{a_1, \text{Alternative}|H_0\}(1 - \pi) \]
\[ = w_{10}\beta_a \pi + w_{01}\alpha_a(1 - \pi) \]  
(4.2.60)

and

\[ E_\pi\{N_a\} = E\{N_a|H_1\}P\{H_1\} + E\{N_a|H_0\}P\{H_0\} \]
\[ = E_1\{N_a\} \pi + E_0\{N_a\}(1 - \pi) \]  
(4.2.61)

Summarizing the above equations yields that

\[ w_{10}\beta_a \pi + w_{01}\alpha_a(1 - \pi) + cE_1\{N\} \pi + cE_0\{N\}(1 - \pi) \leq w_{10}\beta_a \pi + w_{01}\alpha_a(1 - \pi) + cE_1\{N_a\} \pi + cE_0\{N_a\}(1 - \pi) \]  
(4.2.62)

We finally conclude the theorem using the classical argument in [120, 33]. From (4.2.53) and (4.2.62), it is seen that

\[ E_1(N) \pi + E_0(N)(1 - \pi) \leq E_1(N_a) \pi + E_0(N_a)(1 - \pi). \]

Since \( \pi \) is the prior probability that \( H_1 \) is true and can be made arbitrarily close to 0 or close to 1, then Eq. (4.2.54) is concluded from the above equations. QED.

**PROOF OF LEMMA 4.3:** To prove the stopping rule in Lemma 4.3 is Bayesian, we only need to show that it leads to the minimum Bayesian risk. Let

\[ n = \min\{j|U_j(x_i^j, \pi) \leq E[V_{j+1}^j(x_i^j, X_{j+1}, \pi)|X_i^j = x_i^j]\} \]  
(4.2.63)

then

\[ \phi^\pi_j = \begin{cases} 0 & \text{if } j < n \\ 1 & \text{if } j = n \\ 0 \text{ or } 1 & \text{if } j > n \end{cases} \]  
(4.2.64)

and

\[ \psi^\pi_j = \begin{cases} 1 & \text{if } j = n \\ 0 & \text{if } j \neq n \end{cases} \]  
(4.2.65)
for $0 \leq j \leq J$. Therefore

$$r^J(\pi, \psi^\pi, \delta^\pi) = E\left\{ \sum_{j=0}^{J} \psi_j U_j(X^j_i, \pi) \right\} = E\{U_n(X^n_i, \pi)\}$$

$$= E\left\{ \sum_{j=0}^{n-1} \psi_j U_n(X^n_i, \pi) \right\} + E\{\psi_n U_n(X^n_i, \pi)\} + E\{ \sum_{j=n+1}^{J} \psi_j U_n(X^n_i, \pi) \},$$

where the fact $\sum_{j=0}^{J} \psi_j = 1$ was used. For $j \geq n+1$ we have

$$E\{U_n(X^n_i, \pi)\} \leq E\{E[V^J_{n+1}(X^n_i, X_{n+1}, \pi)|X^n_i]\} = E\{V^J_{n+1}(X^n_{i+1}, \pi)\} \leq E\{U^J_{j}(X^n_i, \pi)\}.$$

(4.2.66)

For $0 \leq j \leq n - 1$ we have

$$E\{U^J_{j}(X^n_i, \pi)\}$$

$$> E\{E[V^J_{j+1}(X^n_i, X_{j+1}, \pi)|X^n_i]\}$$

$$= E\{V^J_{j+1}(X^n_i, \pi)\}$$

$$= E\{\min\{U_{j+1}(X^n_i, \pi), E[U_{j+2}(X^n_i, \pi)|X^n_i]\}, E[U_{j+3}(X^n_i, \pi)|X^n_i],$$

$$\ldots, E[U_j(X^n_i, \pi)|X^n_i]\}\}$$

$$\geq E\{E[V^J_{j+2}(X^n_i, \pi)|X^n_i], E[U_{j+2}(X^n_i, \pi)|X^n_i]\},$$

$$E[U_{j+3}(X^n_i, \pi)|X^n_i], \ldots, E[U_j(X^n_i, \pi)|X^n_i]\}\}$$

$$= E\{V^J_{j+2}(X^n_i, \pi)\}$$

$$\geq E\{V^J_{j+3}(X^n_i, \pi)\}$$

$$\ldots \geq E\{V^J_{n}(X^n_i, \pi)\}$$

$$= E\{U_n(X^n_i, \pi)\}. \quad (4.2.67)$$

Summarizing the above equations yields

$$r^J(\pi, \psi^\pi, \delta^\pi) = E\left\{ \sum_{j=0}^{n-1} \psi_j U_n(X^n_i, \pi) \right\} + E\{\psi_n U_n(X^n_i, \pi)\} + E\{ \sum_{j=n+1}^{J} \psi_j U_n(X^n_i, \pi) \}$$

$$\leq E\{ \sum_{j=0}^{J} \psi_j U_j(X^n_i, \pi) \} = r^J(\pi, \psi, \delta^\pi) \leq r^J(\pi, \psi, \delta). \quad (4.2.68)$$

As we pointed out previously, the convergence results in [33] do not require the i.i.d. assumption. Then the proof is completed. QED.
IV. Properties of Optimal NSPRT Thresholds

We now discuss three properties of optimal NSPRT test thresholds, which can be applied to the NSPRT threshold design problem. We first present the results. The proofs are presented later.

The first property implies that if the signal parameters are periodically varying with time and the noise is stationary, then the thresholds for the NSPRT are also periodically varying:

**PROPERTY 4.1** If the pdfs \( f_{ij}(x_j) \) and \( f_{0j}(x_j) \) are periodically varying with \( j \), then the thresholds \( A_j \) and \( B_j \) for the NSPRT are also periodically varying with \( j \), i.e. \( A_j = A_{j+T} \) and \( B_j = B_{j+T} \) for all \( j = 1, 2, \ldots \), where \( T \) is the period. \( \square \)

The second property implies that if the signal in noise decays to zero at time instant, \( m \), then the optimal hypothesis testing procedure is a truncated NSPRT with sample size not greater than \( m \):

**PROPERTY 4.2** If there exists an \( m(\geq 1) \) such that \( l_j(x_j) = 1 \) for all \( j \geq m \), then the optimal hypothesis testing procedure becomes a truncated NSPRT with sample size not greater than \( m \). \( \square \)

The third property implies that if the signal in stationary noise is monotonically increasing or decreasing, then the upper thresholds \( B_j \) are increasing or decreasing with \( j \), respectively, under the conditions listed below:

**PROPERTY 4.3** (a). If the following conditions are satisfied: (1) \( S_j^n(x) \geq 1 \) implies \( S_{j-i}^n(x) \geq 1 \) for all \( i, j, n = 1, 2, \ldots \) with \( j \leq n \) and \( i < j \), (2) \( S_j^n(x) \leq 1 \) implies \( S_{j-i}^n(x) \), and (3) \( f_{0j}(x) = f_{0(j+1)}(x) \) for all \( j = 1, 2, \ldots \), then the upper thresholds \( B_j \) are increasing with \( j \), i.e. \( B_j \leq B_{j+1} \).

(b). On the other hand, if the following conditions are satisfied: (1) \( S_j^n(x) \geq 1 \) implies \( S_{j+i}^n(x) \geq 1 \) for all \( i, j = 1, 2, \ldots \) with \( j \leq n \), (2) \( S_j^n(x) \leq 1 \) implies \( S_{j+i}^n(x) \leq S_{j+i}^{n+1}(x) \), and
(3) $f_{0j}(x) = f_{0(j+1)}(x)$ for all $j = 1, 2, \ldots$, then the upper thresholds $B_j$ are decreasing with $j$, i.e. $B_j \geq B_{j+1}$. □

For the case of a monotonically varying signal plus stationary noise, the conditions in Property 4.3 are generally satisfied. Notice that only the upper thresholds are monotonically varying. The properties of the lower thresholds are less straightforward. Since the lower thresholds are required for accepting $f_{0j}$, which is stationary, we conjecture that the lower thresholds may be constant.

**PROOF OF PROPERTY 4.1:** We only need to show that $\pi_{Lj} = \pi_{L,j+T}$ and $\pi_{Uj} = \pi_{U,j+T}$, in other words that $W_j(\pi') = W_{j+T}(\pi')$. Note that from (4.2.41) and (4.2.32),

$$W_j(\pi') = E[V_0^{+\infty}(\pi'_{X_{j+1}})] + c$$

$$= E[\min\{U_0(\pi'_{X_{j+1}}), E[U_1(X_{j+2}, \pi'_{X_{j+1}}), X_{j+1}],$$

$$E[U_2(X_{j+3}, \pi'_{X_{j+1}}), X_{j+1}], \ldots\}] + c$$

(4.2.69)

Now we show that

$$W_j(\pi') = \int \min[G_0(x_{j+1}, \pi'), G_1(x_{j+1}, \pi'), G_2(x_{j+1}, \pi'), \ldots, G_i(x_{j+1}, \pi'), \ldots] f_{0(j+1)}(x_{j+1}) dx_{j+1} + c,$$

(4.2.70)

where

$$G_0(x_{j+1}, \pi') \triangleq \min[w_{10}\pi'_{L_{j+1}}(x_{j+1}), w_{01}(1 - \pi')]$$

(4.2.71)

$$G_i(x_{j+1}, \pi') \triangleq \int \min[w_{10}\pi'_{S_{j+1}^{i+1}+i}(x_{j+1}), w_{01}(1 - \pi')] f_{0(j+2)}(x_{j+2}) \ldots f_{0(j+i+1)}(x_{j+i+1}) dx_{j+2}^{i+1+i} + ic$$

(4.2.72)

for $i \geq 1$. Since

$$E[U_i(X_{j+1}, \pi'_{X_{j+1}})] = \int U_i(x_{j+1}, \pi'_{x_{j+1}})[\pi'_{x_{j+1}} f_{1(j+2)}(x_{j+2}) \ldots f_{1(j+i+1)}(x_{j+i+1}) +$$

$$(1 - \pi'_{x_{j+1}}) f_{0(j+2)}(x_{j+2}) \ldots f_{0(j+i+1)}(x_{j+i+1})] dx_{j+2}^{i+1+i}$$

$$= \int \{\min[w_{10}(\pi'_{x_{j+1}}), w_{01}(1 - (\pi'_{x_{j+1}}))] + ic\}[\pi'_{x_{j+1}} f_{1(j+2)}(x_{j+2}) \ldots f_{1(j+i+1)}(x_{j+i+1}) +$$

$$+ ic\}[\pi'_{x_{j+1}} f_{0(j+2)}(x_{j+2}) \ldots f_{0(j+i+1)}(x_{j+i+1})]$$
\[ (1 - \pi_{x_{j+1}}) f_{0(j+2)}(x_{j+2}) \ldots f_{0(j+1+i)}(x_{j+1+i}) dx_{j+2}^{j+i} \]

\[ = \int \min[w_{01}(\pi'_{x_{j+1}}) S_{j+2}^{j+1+i}, w_{01}(1 - \pi'_{x_{j+1}})] [\pi'_{x_{j+1}} f_{1(j+2)}(x_{j+2}) \ldots f_{1(j+1+i)}(x_{j+1+i}) + (1 - \pi'_{x_{j+1}}) f_{0(j+2)}(x_{j+2}) \ldots f_{0(j+1+i)}(x_{j+1+i})] dx_{j+2}^{j+i} + ic \]

\[ = \int \min[w_{01}(\pi'_{x_{j+1}}) S_{j+2}^{j+1+i}, w_{01}(1 - \pi'_{x_{j+1}})] \frac{\pi'_{x_{j+1}} S_{j+2}^{j+1+i} + 1 - \pi'_{x_{j+1}}}{\pi'_{x_{j+1}} S_{j+2}^{j+1+i} + 1 - \pi'_{x_{j+1}}} \]

\[ [\pi'_{x_{j+1}} f_{1(j+2)}(x_{j+2}) \ldots f_{1(j+1+i)}(x_{j+1+i}) + (1 - \pi'_{x_{j+1}}) f_{0(j+2)}(x_{j+2}) \ldots f_{0(j+1+i)}(x_{j+1+i})] dx_{j+2}^{j+i} + ic \]

\[ = \int \min[w_{01}(\pi'_{x_{j+1}}) S_{j+2}^{j+1+i}, w_{01}(1 - \pi'_{x_{j+1}})] f_{0(j+2)}(x_{j+2}) \ldots f_{0(j+1+i)}(x_{j+1+i}) dx_{j+2}^{j+i} + ic \]

\[ = \frac{1}{\pi'I_{j+1} + 1 - \pi'} G_i(x_{j+1}, \pi') \] (4.2.73)

for \( i \geq 0 \), therefore

\[ W_j(\pi') = \int \min[\frac{1}{\pi'I_{j+1} + 1 - \pi'} G_0(x_{j+1}, \pi'), \frac{1}{\pi'I_{j+1} + 1 - \pi'} G_1(x_{j+1}, \pi'), \ldots, \frac{1}{\pi'I_{j+1} + 1 - \pi'} G_i(x_{j+1}, \pi'), \ldots] [\pi' f_{1(j+1)}(x_{j+1}) + (1 - \pi') f_{0(j+1)}(x_{j+1})] dx_{j+1} \]

\[ = \int \min[G_0(x_{j+1}, \pi'), G_1(x_{j+1}, \pi'), \ldots, G_i(x_{j+1}, \pi'), \ldots] f_{0(j+1)}(x_{j+1}) dx_{j+1} + c. \] (4.2.74)

Since \( f_{1j}(x) = f_{1(j+1)}(x) \) and \( f_{0j}(x) = f_{0(j+1)}(x) \) for all \( j \), it can be shown straightforwardly that \( G_i(x_{j+1}, \pi') = G_i(x_{j+1+T}, \pi') \). Substituting these values of \( G_i \) into \( W_j(\pi') \) completes the proof. QED.

**PROOF OF PROPERTY 4.2:** Using results from proving Property 4.1, when \( j \geq m \), \( l_j(x_j) = 1 \), and therefore

\[ G_i(x_{m+1}, \pi_{x_m^n}) = \min[w_{10}\pi_{x_m^n}, w_{01}(1 - \pi_{x_m^n})] + ic, \] (4.2.75)

which implies that

\[ W_j(x_{x_m^n}) = \min[w_{10}\pi_{x_m^n}, w_{01}(1 - \pi_{x_m^n})] + c \] (4.2.76)

Then

\[ U_0(x_{x_m^n}) = \min[w_{10}\pi_{x_m^n}, w_{01}(1 - \pi_{x_m^n})] < W_j(x_{x_m^n}). \] (4.2.77)
According to the stopping rule given by Equation (4.2.42), the optimal Bayesian stopping rule is to stop before or at \( m \). The proof is complete. \textbf{QED.}

**PROOF OF PROPERTY 4.3:** We give the proof of part (a).

From (4.2.52), \( B_j \) is monotonically varying with \( \pi_{Uj} \). Therefore it is enough to show that \( \pi_{Uj} \) is increasing with \( j \). Lemma 4.4 and the definition of \( U_0(\pi') \) reveal that it is sufficient to show that \( W_j(\pi') \leq W_{j-1}(\pi') \) for \( \pi' \geq w \). Using the results in the proof of Property 4.1 and the assumption that \( f_{0j}(x) = f_{0(j+1)}(x) \) for all \( j = 1, 2, \ldots \) reveals that we only need to show that \( H_{i,j+1}(\pi') \leq H_{ij}(\pi') \) for \( \pi' \geq w \), where

\[
H_{i,j+1}(\pi') = \min \{ w_{10}\pi'S_{j+1}^{i+1+i}(x), w_{01}(1 - \pi') \} \tag{4.2.78}
\]

We consider two situations:

1. When \( S_{j+1}^{i+1+i}(x) \geq 1 \), then \( S_{j}^{i+i}(x) \geq 1 \) according to the assumptions. Notice that if \( \pi' \geq w = \frac{w_{01}}{w_{01} + w_{10}} \), then \( w_{10}\pi' \geq w_{01}(1 - \pi') \). For this case we have

\[
H_{i,j+1}(\pi') = w_{01}(1 - \pi') = H_{ij}(\pi'). \tag{4.2.79}
\]

2. When \( S_{j+1}^{i+1+i}(x) \leq 1 \), then \( S_{j+1}^{i+1+i}(x) \leq S_{j}^{i+i}(x) \) according to the assumptions, which implies that

\[
H_{i,j+1}(\pi') \leq H_{ij}(\pi'). \tag{4.2.80}
\]

Summarizing the above results yields the first part of Property 3. Part (b) can be proved by a similar argument. \textbf{QED.}

### 4.2.2 Change Detection for Non-i.i.d. Observations

**I. Problem Statement**

In this section we present a number of possible solutions to the change detection problem for non-i.i.d. observations. We are mainly concerned with two problems: (i) Suppose there exists a time-varying change in a sequence of i.i.d. observations at unknown time \( m \), i.e. that the pdfs of \( X_1, \ldots, X_{m-1}, X_m, X_{m+1}, \ldots \) are \( f_0(x_1), \ldots, f_0(x_{m-1}), f_1(x_m), f_2(x_{m+1}), \ldots \)
..., respectively and all observations $X_1, ..., X_{m-1}, X_m, X_{m+1}, ...$ are independent. One is required to detect the change-time $m$ as quickly as possible subject to a given false alarm rate. (ii) Suppose the observations are i.i.d. before a change-time $m$ but dependent after $m$, i.e. that the pdfs of $X_1, ..., X_{m-1}$ are $f_0(x_1), ..., f_0(x_{m-1})$ respectively, and the joint pdf of $X_m, X_{m+1}, ..., X_n$ is $f_{n-m+1}(x_m, x_{m+1}, ..., x_n)$. One is required to detect the change-time $m$ as quickly as possible subject to a given false alarm rate.

The above problems were studied in [17, 21]. As pointed out in [17], for non-i.i.d. situations Page's CUSUM statistic can not be written in the recursive form Eq. (2.2.3). Since both Page's CUSUM procedure and the MAR procedure depend upon the CUSUM statistic (recall that MAR statistic is a rational function of the CUSUM statistic), then directly substituting CUSUM statistic (2.2.3) for non-i.i.d. observations into the decision statistics for the CUSUM or MAR procedure may result in too much computational complexity for practical implementation. The solution to this problem is to approximate the CUSUM statistic in a reasonable way. Using a moving window FSS procedure to solve this problem is an alternative.

In [17], a modified version of the CUSUM procedure for detecting a time-varying change was proposed. Recall that the CUSUM procedure for i.i.d. observations is a repeated SPRT with lower threshold $A = 1$ and upper threshold $B > 1$. For time-varying and independent observations, a natural generalization of the CUSUM procedure is to modify CUSUM statistic as

$$
\hat{T}_n \triangleq \max\{\hat{T}_{n-1}, 1\} l_{jn}
$$

(4.2.81)

for $0 \leq j \leq n$ and $n \geq 0$, where $\hat{T}_0 \triangleq 1$,

$$
l_{jn} \triangleq \frac{f_{n-j}(x_n)}{f_0(x_n)},
$$

(4.2.82)

and

$$
j \triangleq \sup_{1 \leq i \leq n} \{i | \hat{T}_{i-1} \leq 1\}.
$$

(4.2.83)

Then the modified CUSUM procedure (M-CUSUM procedure) is a repeated NSPRT. According to the properties of the optimum thresholds for the NSPRT given in the last
section and in [70], the lower threshold for the M-CUSUM procedure may be 1 and the upper decision thresholds should be time-varying and have certain properties shown in the last section and in [70].

A moving window Bayesian procedure was proposed in [21], which is quite similar to moving window FSS procedure but has extra computational complexity introduced to handle the time-varying problem. A similar structure, called moving window maximum likelihood ratio (MLR) procedure, will be presented in detail later.

II. Change Detection for Time-Varying and Independent Observations

Since the MAR statistic is a rational function of CUSUM statistic, the complexity of computing CUSUM statistic for time-varying and independent observations may result in difficulty of exactly implementing the MAR procedure for this non-i.i.d. case. A straightforward approach to circumvent this problem is to substitute the M-CUSUM statistic $\hat{T}_n$ for exact CUSUM statistic $T_n$ in (3.2.1). The modified MAR (M-MAR) statistic is then written as

$$\hat{r}(n) = \frac{\hat{T}_n \pi_0 c_0 - (1 - \pi_0) c_0}{\hat{T}_n \pi_0 + 1 - \pi_0}$$

and the modified MAR (M-MAR) procedure is that one stops as soon as

$$\hat{r}(n) > \hat{r}(n - 1)$$

where $\hat{T}_n$ is given by (4.2.81)-(4.2.83). Obviously, the computational complexity of the M-MAR procedure is quite low and is comparable to the M-CUSUM procedure proposed in [17].

Combining the idea of moving window FSS procedure and moving window Bayesian procedure proposed in [21], we now propose a moving window maximum likelihood ratio (MLR) procedure to solve this problem for time-varying and independent observations. The fixed window size is $w$. Beginning from $n = 1$, $X_1, ..., X_w$ are first taken. An M-ary maximum likelihood ratio test is performed with hypotheses $H_0, H_1, ..., H_w$, respectively,
i.e., the maximum likelihood ratio is

\[ S^n_m = \max_{1 \leq j \leq w} \{ S^n_j \} \]  \hspace{1cm} (4.2.86)

where

\[ S^n_j \triangleq \prod_{i=j}^{n} \frac{f_{i-j+1}(x_i)}{f_0(x_i)}, \]  \hspace{1cm} (4.2.87)

if \( S^n_m \) is greater than a threshold \( d \), then \( H_m \) is accepted and the procedure is terminated. If \( H_0 \) is accepted, one more sample \( X_{w+1} \) is taken and a similar M-ary maximum likelihood ratio test is performed with hypotheses \( H_0, H_2, \ldots, H_{w+1} \), respectively. Again, if \( H_{\tilde{m}} \) is accepted (\( \tilde{m} = 2, \ldots, w + 1 \)), the procedure is terminated. Otherwise the procedure is repeated by taking \( X_{w+2} \) and performing an M-ary maximum likelihood ratio test over the new \( w \) samples with hypotheses \( H_0, H_3, \ldots, H_{w+2} \), respectively. This procedure is repeated until \( H\tilde{m} \) is first accepted (\( \tilde{m} \geq 1 \)). Generally, the decision rule is defined as follows:

\[ S^n_m = \max_{n-w+1 \leq j \leq n} \{ S^n_j \} \]  \hspace{1cm} (4.2.88)

and

\[ S^n_m \begin{cases} \geq d & \Rightarrow \tilde{a}_{\tilde{m}} \\ < d & \Rightarrow a_0 \end{cases} \]  \hspace{1cm} (4.2.89)

for all \( n \).

Clearly, the computational complexity of this moving window MLR procedure is higher than both the M-CUSUM and M-MAR procedures.

III. Change Detection for Dependent Observations

For dependent observations, the complexity of computing CUSUM statistic is very high. To circumvent this problem, we propose a modified CUSUM statistic (M-CUSUM statistic) similar to the time-varying and independent situation. This M-CUSUM statistic is

\[ \hat{T}_n = \max\{ S^n_j, 1 \} \]  \hspace{1cm} (4.2.90)
for $n \geq 0$, where $\hat{T}_0 = 1$,

\[ S^n_j \triangleq \frac{f_{n-j+1}(x_j, x_{j+1}, \ldots, x_n)}{f_0(x_i)f_0(x_{i+1})\cdots f_0(x_n)} \] (4.2.91)

and

\[ j \triangleq \sup_{1 \leq i \leq n} \{ i | \hat{T}_{i-1} = 1 \}. \] (4.2.92)

Substituting the above M-CUSUM statistic into CUSUM or MAR procedures results in a modified CUSUM or MAR procedure for dependent observations with low computational complexity. The modified MAR (M-MAR) statistic is

\[ \hat{r}(n) = \frac{\hat{T}_n \pi_0 c_0 - (1 - \pi_0)}{\hat{T}_n \pi_0 + 1 - \pi_0} \] (4.2.93)

and the modified MAR (M-MAR) procedure is that one stops as soon as

\[ \hat{r}(n) > \hat{r}(n - 1) \] (4.2.94)

where $\hat{T}_n$ is given by (4.2.90)-(4.2.92).

In addition, by following exactly the same approach described in the previous subsection, a moving window maximum likelihood ratio procedure can be also designed. But the latter approach has much higher computational complexity.
<table>
<thead>
<tr>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>$\theta_4$</th>
<th>$\theta_5$</th>
<th>$\theta_6$</th>
<th>$\theta_7$</th>
<th>$\theta_8$</th>
<th>$\theta_9$</th>
<th>$\theta_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.0248</td>
<td>.026481</td>
<td>.031473</td>
<td>.037406</td>
<td>.044194</td>
<td>.052556</td>
<td>.0625</td>
<td>.074325</td>
<td>.088388</td>
<td>.105112</td>
</tr>
<tr>
<td>$\theta_{11}$</td>
<td>$\theta_{12}$</td>
<td>$\theta_{13}$</td>
<td>$\theta_{14}$</td>
<td>$\theta_{15}$</td>
<td>$\theta_{16}$</td>
<td>$\theta_{17}$</td>
<td>$\theta_{18}$</td>
<td>$\theta_{19}$</td>
<td></td>
</tr>
<tr>
<td>.125</td>
<td>.148651</td>
<td>.176777</td>
<td>.210224</td>
<td>.25</td>
<td>.297302</td>
<td>.353553</td>
<td>.420448</td>
<td>.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Presumed parameters for the AMH and MII MAR procedures.

<table>
<thead>
<tr>
<th>SNR (db)</th>
<th>-20</th>
<th>-18.5</th>
<th>-17.</th>
<th>-15.5</th>
<th>-14.</th>
<th>-12.5</th>
<th>-11.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>.025</td>
<td>.029713</td>
<td>.035313</td>
<td>.04197</td>
<td>.049882</td>
<td>.059284</td>
<td>.07046</td>
</tr>
<tr>
<td>$I_f$</td>
<td>.005</td>
<td>.007063</td>
<td>.009976</td>
<td>.014092</td>
<td>.019906</td>
<td>.028117</td>
<td>.039717</td>
</tr>
<tr>
<td>$I_{\text{max}}$</td>
<td>.0040997</td>
<td>.0070379</td>
<td>.009941</td>
<td>.014052</td>
<td>.019848</td>
<td>.028034</td>
<td>.039597</td>
</tr>
<tr>
<td>$I_f - I_{\text{max}}$</td>
<td>$3 \times 10^{-7}$</td>
<td>.0000248</td>
<td>.000035</td>
<td>.0000396</td>
<td>.0000572</td>
<td>.0000827</td>
<td>.00012</td>
</tr>
<tr>
<td>SNR (db)</td>
<td>-9.5</td>
<td>-8.</td>
<td>-6.5</td>
<td>-5.</td>
<td>-3.5</td>
<td>-2.</td>
<td>-0.5</td>
</tr>
<tr>
<td>$\theta$</td>
<td>.083741</td>
<td>.099527</td>
<td>.118288</td>
<td>.140585</td>
<td>.167086</td>
<td>.198582</td>
<td>.236015</td>
</tr>
<tr>
<td>$I_f$</td>
<td>.056100</td>
<td>.079245</td>
<td>.111936</td>
<td>.158114</td>
<td>.223342</td>
<td>.315479</td>
<td>.445625</td>
</tr>
<tr>
<td>$I_{\text{max}}$</td>
<td>.055928</td>
<td>.078995</td>
<td>.111576</td>
<td>.157593</td>
<td>.22259</td>
<td>.314394</td>
<td>.444061</td>
</tr>
<tr>
<td>$I_f - I_{\text{max}}$</td>
<td>.000173</td>
<td>.00025</td>
<td>.00036</td>
<td>.00052</td>
<td>.000751</td>
<td>.00108</td>
<td>.00156</td>
</tr>
<tr>
<td>$SNR_{(\text{db})}$</td>
<td>1.</td>
<td>2.5</td>
<td>4.0</td>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>.280505</td>
<td>.333338</td>
<td>.396223</td>
<td>.470912</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_f$</td>
<td>.629463</td>
<td>.88914</td>
<td>1.25594</td>
<td>1.77407</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_{\text{max}}$</td>
<td>.627205</td>
<td>.885884</td>
<td>1.25125</td>
<td>1.7673</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_f - I_{\text{max}}$</td>
<td>.00226</td>
<td>.00326</td>
<td>.00469</td>
<td>.00677</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Real parameters for the Gaussian distributions and the distance between the actual parameter and the presumed parameters $I_f - I_{\text{max}}$. 
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<table>
<thead>
<tr>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_{ok}$</td>
<td>.09</td>
<td>.0216057</td>
<td>.00926628</td>
<td>.00504963</td>
<td>.00314101</td>
<td>.00212569</td>
<td>.00152538</td>
</tr>
<tr>
<td>$c_{ok}$</td>
<td>.1</td>
<td>.0240063</td>
<td>.0102959</td>
<td>.0056107</td>
<td>.00349001</td>
<td>.00236187</td>
<td>.00169486</td>
</tr>
<tr>
<td>$k$</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>$\pi_{ok}$</td>
<td>.0014288</td>
<td>.000885155</td>
<td>.00070381</td>
<td>.000571702</td>
<td>.00047269</td>
<td>.000396704</td>
<td>.000337207</td>
</tr>
<tr>
<td>$c_{ok}$</td>
<td>.00126086</td>
<td>.000983506</td>
<td>.000782011</td>
<td>.000635225</td>
<td>.000525211</td>
<td>.000440782</td>
<td>.000374674</td>
</tr>
<tr>
<td>$k$</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\pi_{ok}$</td>
<td>.000289811</td>
<td>.000251486</td>
<td>.000220088</td>
<td>.000194065</td>
<td>.000172274</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{ok}$</td>
<td>.000322012</td>
<td>.000279429</td>
<td>.000244542</td>
<td>.000215628</td>
<td>.000191415</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Design parameters for the MH MAR procedure.
<table>
<thead>
<tr>
<th>SNR (db)</th>
<th>-20</th>
<th>-18.5</th>
<th>-17.</th>
<th>-15.5</th>
<th>-14.</th>
<th>-12.5</th>
<th>-11.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>-.025</td>
<td>-.029713</td>
<td>-.035313</td>
<td>-.04197</td>
<td>-.049882</td>
<td>-.059284</td>
<td>-.07046</td>
</tr>
<tr>
<td>$I_{\text{max}}$</td>
<td>-.01484</td>
<td>-.01671</td>
<td>-.018933</td>
<td>-.021574</td>
<td>-.024713</td>
<td>-.028444</td>
<td>-.032879</td>
</tr>
<tr>
<td>$I_f - I_{\text{max}}$</td>
<td>.01984</td>
<td>.023773</td>
<td>.028909</td>
<td>.035666</td>
<td>.04619</td>
<td>.056561</td>
<td>.072595</td>
</tr>
<tr>
<td>$D_{m \text{MLE}}$</td>
<td>1192.5</td>
<td>1036.2</td>
<td>823.1</td>
<td>634.3</td>
<td>458.7</td>
<td>308.3</td>
<td>204.1</td>
</tr>
<tr>
<td>$D_{m \text{MH}}$</td>
<td>427.4</td>
<td>433.1</td>
<td>447.0</td>
<td>455.9</td>
<td>468.2</td>
<td>479.3</td>
<td>487.3</td>
</tr>
<tr>
<td>$D_{m \text{AMH}}$</td>
<td>3457.9</td>
<td>3835.6</td>
<td>3417.7</td>
<td>4628.8</td>
<td>5093.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{f \text{MLE}}$</td>
<td>332.1</td>
<td>345.6</td>
<td>331.7</td>
<td>334.5</td>
<td>338.1</td>
<td>334.1</td>
<td>334.1</td>
</tr>
<tr>
<td>$N_{f \text{MH}}$</td>
<td>383.4</td>
<td>385.8</td>
<td>383.4</td>
<td>384.8</td>
<td>383.0</td>
<td>384.3</td>
<td>387.3</td>
</tr>
<tr>
<td>$N_{f \text{AMH}}$</td>
<td>318.3</td>
<td>317.7</td>
<td>311.5</td>
<td>317.6</td>
<td>324.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR(db)</td>
<td>-9.5</td>
<td>-8.</td>
<td>-6.5</td>
<td>-5.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>-.083741</td>
<td>-.099527</td>
<td>-.118288</td>
<td>-.140585</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_{\text{max}}$</td>
<td>-.038149</td>
<td>-.044413</td>
<td>-.051857</td>
<td>-.060705</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$I_f - I_{\text{max}}$</td>
<td>.09425</td>
<td>.123657</td>
<td>.163793</td>
<td>.218818</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{m \text{MLE}}$</td>
<td>132.3</td>
<td>87.1</td>
<td>58.3</td>
<td>41.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{m \text{MH}}$</td>
<td>497.1</td>
<td>503.0</td>
<td>508.6</td>
<td>511.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{f \text{MLE}}$</td>
<td>332.3</td>
<td>330.4</td>
<td>334.6</td>
<td>335.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{f \text{MH}}$</td>
<td>386.1</td>
<td>382.0</td>
<td>384.3</td>
<td>383.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Effect of the distance $I_f - I_{\text{max}}$ between the actual and presumed parameters on the performance of the MH and AMH MAR procedures. The presumed parameters are listed in Table 3.1, which are all greater than zero. The actual parameters are all less than zero. The performance of the MLE MAR procedure is also listed for comparison. The change time is $m = 500$. The false alarm probability $\alpha \approx 0.1$. The average delay for MLE, MH and AMH MAR procedures are denoted by $D_{m \text{MLE}}$, $D_{m \text{MH}}$ and $D_{m \text{AMH}}$ respectively. The false alarm ARL for MLE, MH and AMH MAR procedures are denoted by $N_{f \text{MLE}}$, $N_{f \text{MH}}$ and $N_{f \text{AMH}}$ respectively.
Chapter 5

SIGNAL DETECTION OVER FADING CHANNELS

In Chapters 2-4, we have investigated the signal change detection problem. In Chapters 5 and 6, we apply change detection to the problem of fading channel identification encountered in mobile communications applications. In Chapter 5, we provide an overview of digital communications over a fading channel and motivate the need for improved on-line channel estimation algorithms. Chapter 6 then proposes a new approach to channel estimation based on combining decision-feedback and adaptive linear prediction (DFALP). In Section 6.3, it is demonstrated that the change detection algorithm proposed in Section 3.2 is able to improve DFALP fading channel identification in certain nonstationary situations.

In this chapter, we will first extend an optimum detection scheme of Lodge and Moher [76] to address a general class of fading channel problems. It is shown that the globally optimum detection scheme for constant-envelope modulation over frequency selective/nonselective fading channels is approximately equivalent to a combination of an MMSE (minimum-mean-square-error) channel gain estimator and a coherent signal detector. Motivated by this result, we will briefly review a number of existing fading channel tracking algorithms. The shortcomings of existing tracking algorithms lead us
to investigate more efficient approaches to this important problem. To further motivate our investigation into an advanced fading channel tracking algorithm, we also present a number of well-known results concerning differential phase shift keying (DPSK) and coherent PSK (CPSK) with perfect or imperfect channel state information (CSI). The results in this chapter justify that tracking a time varying fading channel is important for improving the performance of digital transmission over fading channels.

5.1 Fading Channel Problems

In this section, we introduce the fading channel problem. The well-known CPSK and DPSK modulation schemes for the fading channels are briefly described.

5.1.1 Frequency Nonselective Fading Channel

Let $I_k$ denote a binary information sequence, and $x_k$ the $q$-ary output of a low-pass equivalent discrete-time encoder/modulator. The complex signal $x_k$ is transmitted over a frequency-nonselective Rayleigh or Rician fading channel. The received low-pass equivalent discrete-time signal is then [98]

$$y_k = x_k c_k + n_k$$

(5.1.1)

where $c_k$ is channel gain, a complex Gaussian process with memory. The mean of $c_k$ is

$$a = E\{c_k\}.\quad (5.1.2)$$

When $a = 0$, the fading channel is Rayleigh. Otherwise it is Rician. The covariance function of $c_k$ is

$$r_{k,k-n} = r_n = E\{(c_k - a)(c_{k-n} - a)^*\}.\quad (5.1.3)$$

A special case of the above model is the Jakes-Reudink fading channel [59, 99] with $r_n$ given by

$$r_n = r_0 J_0(2\pi f_m n T) = r_0 \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{j2\pi f_m n T \sin \theta} d\theta$$

(5.1.4)
where $J_0()$ is the zeroth order Bessel function, $T$ is the symbol period and $f_m$ is the maximum Doppler frequency given by

$$f_m = \frac{v}{\lambda} \tag{5.1.5}$$

with $v$ and $\lambda$ defined as mobile vehicle speed and transmission wavelength, respectively.

The power of the channel gain $c_k$ can be divided into two parts: the line-of-sight (LOS) part $a^2$ and the random scattering part $r_0$. The well-known $K$ factor is defined as the ratio [82]:

$$K \triangleq \frac{a^2}{r_0} \tag{5.1.6}$$

If $r_0$ is normalized to 1, then $K = a^2$. The $K$ factor is equal to zero for Rayleigh fading channels and greater than zero for Rician fading channels. The signal-to-noise (SNR) ratio per symbol is then

$$\gamma_s = \frac{|a|^2 + r_0}{\sigma_n^2} \tag{5.1.7}$$

where $\sigma_n^2$ is the variance of the additive white Gaussian noise (AWGN) $n_k$. The signal-to-noise (SNR) ratio per bit for $q$-ary constant-envelope modulation is

$$\gamma = \frac{|a|^2 + r_0}{\sigma_n^2 \log_2 q} \tag{5.1.8}$$

The phase and amplitude of a typical Rayleigh fading channel are plotted in Figure 5.1, which is typical of a cellular mobile telephone channel. Figures 5.2 and 5.3 show the phase and amplitude of two Rician fading channels which are typical cellular mobile telephone and satellite channels. The data for plotting the figures are generated by a fading channel simulator developed in this thesis research using the language C++. The simulator passes a sequence of i.i.d. Gaussian random variables through a finite impulse response (FIR) filter whose frequency response is approximately the square-root of the Fourier transform of the zeroth order Bessel function.

From Figures 5.1 and 5.2 it is seen that under the same conditions, the phase of a Rayleigh fading channel changes more significantly than a Rician fading channel, and the
deep fade is more serious for a Rayleigh fading channel than a Rician fading channel. Therefore it appears more difficult to track a Rayleigh fading channel than a Rician channel. It is also observed that a deep fade often corresponds to a significant phase change, and may most likely result in burst errors.

![Amplitude and Phase](image)

**Figure 5.1:** The amplitude and phase of a Jakes-Reudink Rayleigh fading channel gain $c_k$ for a typical cellular telephone channel. The phase equals the plotted value multiplied by $\pi$. The mobile speed is 100 km/hour. The symbol rate is 24000 symbols/second ($T = 4.17 \times 10^{-5}$ seconds). The wave-frequency is 800 mhz. The maximum Doppler frequency is $f_m = 74.07$ hz. The normalized fading bandwidth is $f_m T = 0.00309$. 
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Figure 5.2: The amplitude and phase of a Jakes-Reudink Rician fading channel gain $c_k$ for a typical cellular telephone channel. The phase equals the plotted value multiplied by $\pi$. The mobile speed is 100 km/hour. The symbol rate is 24000 symbols/second ($T = 4.17 \times 10^{-5}$ seconds). The wave-frequency is 800 mhz. $K$ factor equals 1. The maximum Doppler frequency is $f_m = 74.07$ hz. The normalized fading bandwidth is $f_m T = 0.00309$.  
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Figure 5.3: The amplitude and phase of a Jakes-Reudink Rician fading channel gain $c_k$ for a typical satellite channel. The phase equals the plotted value multiplied by $\pi$. The mobile speed is 60 km/hour. The symbol rate is 6000 symbols/second ($T = 1.67 \times 10^{-4}$ seconds). The wave-frequency is 5 ghz. $K$ factor equals 4.5 (6.5 dB). The maximum Doppler frequency is $f_m = 277.78$ hz. The normalized fading bandwidth is $f_m T = 0.0462$. 
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5.1.2 Frequency Selective Fading Channel

The frequency nonselective fading channel presented in the last section may be general-
lized to a class of frequency selective/nonselective fading channels as is depicted by
Figure 5.4. This model is a generalization of the well-known one-beam and two-beam
fading channels presented in [59, 62, 68, 76, 79]. The output $y_k$ equals the convolution
of the input modulated/encoded $q$-ary signal $x_k$ with a time-varying discrete-time fi-
nite impulse response (FIR) filter $c_{i,k}$ plus additive white Gaussian noise (AWGN) $n_k$:
[68, 98]

$$y_k = \sum_{i=0}^{l} x_{k-i} c_{i,k} + n_k \quad (5.1.9)$$

for $k = 1, 2, \ldots$ where $c_{i,k}$ is a complex zero-mean wide-sense stationary Gaussian process
with memory. It should be noted that $c_{i,k}$ is the gain of an equivalent beam with a delay
$iT$ ($i = 0, \ldots, l$). By an equivalent beam we mean that it is the output of the actual
beams passed through a linear (matched) filter plus a symbol rate sampler. In fact $c_{i,k}$
is a linear combination of a number of parameters, such as the actual inter-beam delay
$\tau_i$, the power-split-ratio between different real beams, etc.[68].

It can be seen that the cases $l = 0$ and 1 correspond to flat and two-beam fading
channels, respectively [76, 68]. Notice that for a deterministic time-invariant channel
the output is simply $y_k = \sum_{i=0}^{l} x_{k-i} c_i + n_k$, i.e., that the channel is modeled as a
deterministic time-invariant FIR filter [98]. Therefore we also observe that the model
(5.1.9) is a generalization of the conventional deterministic time-invariant channel model.

Consider a block of $N$ received symbols $y_1, \ldots, y_N$. Let

$$\bar{y}_k \triangleq (y_1, \ldots, y_k)^T. \quad (5.1.10)$$

The $m$th transmitted sequence is

$$\bar{x}_N(m) = (x_1(m), \ldots, x_N(m))^T \quad (5.1.11)$$

where $m \in \{1, \ldots, q^N\}$. Defining

$$\bar{c}_{i,k} \triangleq (c_{i,1}, \ldots, c_{i,k})^T \quad (5.1.12)$$
Figure 5.4: An equivalent discrete-time model of frequency selective/nonselective Rayleigh fading channels

and

\[ \bar{\eta}_k \triangleq (n_1, \ldots, n_k)^T \]  
(5.1.13)

It is easily seen that

\[ \bar{y}_N = \sum_{i=0}^{l} diag(\bar{x}_{N-i})\bar{c}_{i,N} + \bar{n}_N \]  
(5.1.14)

where \( diag() \) stands for transforming a vector into a diagonal matrix. It is noted that when \( i' < 0 \) for \( x_{i'} \), the notation \( x_{i'} \) denotes the \( N - |i'| \)th symbol transmitted from the last block.

The covariance matrix of the received signal \( \bar{y}_N \) is

\[ R_N(m) = \text{cov} \{ \bar{y}_N \} = \sum_{i=0}^{l} diag(\bar{x}_{N-i})R_{c_i,diag(\bar{x}_{N-i})} + R_\sigma \]  
(5.1.15)

where \( R_{c_i} = \{ r_{c_i(j,k)} \}_{N \times N} \) is the covariance matrix of \( \bar{c}_{i,k} \) and is Toeplitz, and

\[ R_\sigma = diag(\sigma_n^2, \ldots, \sigma_n^2) \]  
(5.1.16)

is the covariance matrix of the noise \( n_k \).

For the Jakes-Reudink fading model, \( r_{c_i}(j,k) \) is a linear function of Bessel function \( J_0(2\pi f_d(j - k)T) \), inter-beam delay and power-split-ratio [22, 68], \( T \) is the symbol period, \( f_d = \frac{v}{\lambda} \) is the maximum Doppler frequency, while \( v \) and \( \lambda \) are vehicle speed and wavelength, respectively.

Letting \( r_{jk}(m) \) denote the \((j,k)\)th element of \( R_N(m) \), it is easily seen that

\[ r_{jk}(m) = [x_j(m)x_k(m)r_{c_0}(j,k) + x_{j-1}(m)x_{k-1}(m)r_{c_1}(j,k) + \ldots + x_{j-1}(m)x_{k-1}(m)r_{c_l}(j,k)] + \sigma_n^2 \delta_{j,k} \]  
(5.1.17)
for $1 \leq j, k \leq N$, where $\delta_{j,k}$ is the Kronecker delta function. For analytical purposes [76, 53], we assume that $R_c$ and $R_\sigma$ are known. We will drop this assumption after an MMSE-channel-estimator/coherent-detector structure is derived.

### 5.1.3 DPSK for Nonselective Fading Channels

From Figures 5.1 and 5.2, it is seen that the phase and amplitude of the fading channel gain $c_k$ change significantly with time, particularly for Rayleigh fading channels. Without estimating the channel gain $c_k$ reliably, one may have to use differential phase shift keying (DPSK) to transmit data [59, 62]. The DPSK transmits symbol $x'_k$ which is equal to

$$x'_k = x_k x'_{k-1}$$  \hspace{1cm} (5.1.18)

where $x_k$ is a q-ary PSK modulated data symbol taking values on

$$D = \{e^{2n\pi/q} : n = 0, 1, \ldots, q - 1\}.$$  \hspace{1cm} (5.1.19)

The received DPSK signal is then

$$y_k = c_k x'_k + n_k.$$  \hspace{1cm} (5.1.20)

To detect the DPSK signal, one needs to formulate

$$z_k = y_k y'_{k-1}.$$  \hspace{1cm} (5.1.21)

Using Eqs.(5.1.18)-(5.1.21) yields that

$$z_k = c_k c'_{k-1} x'_k x'_{k-1} + c'_{k-1} x'_{k-1} n_k + c_k x'_k n'_{k-1} + n_k n'_{k-1}$$

$$= c_k c'_{k-1} x_k x'_{k-1} x'_{k-1} + n'_{k}$$

$$= c_k c'_{k-1} x_k + n'_{k}.$$  \hspace{1cm} (5.1.22)

where

$$n'_{k} = c'_{k-1} x'_{k-1} n_k + c_k x'_{k} n'_{k-1} + n_k n'_{k-1}.$$  \hspace{1cm} (5.1.23)
is an equivalent noise term. Using a minimum distance decision rule yields that the detected data symbol $\tilde{x}_k$ is

$$|\arg(\tilde{x}_k) - \arg(z_k)| = \min_{\tilde{x}_k \in D} |\arg(x_k) - \arg(z_k)|$$  \hspace{1cm} (5.1.24)$$

where $\arg(x)$ stands for taking the phase of the complex number $x$.

Using (5.1.22) and (5.1.23), one can show [59] that the bit-error-rate (BER) of symbol-by-symbol DBPSK (differential binary PSK) signal detection for Rayleigh fading channels ($a = 0$) is

$$P_e = \frac{1}{2(\gamma + 1)} + \frac{\gamma(1 - r_1)}{2(\gamma + 1)} = P_1 + P_2$$  \hspace{1cm} (5.1.25)$$

where $\gamma$ is the signal-to-noise ratio (SNR) per bit and $r_1$ is the correlation between $c_k$ and $c_{k-1}$ given by (5.1.3). It should be noted that the actual BER of the DPSK would be greater than the above equation since the equivalent noise term $n_k$ is dependent upon $n_{k-1}$ according to Eq.(5.1.23).

When the SNR $\gamma$ approaches $\infty$, the BER becomes

$$P_I = P_e|_{\gamma \to \infty} = P_2|_{\gamma \to \infty} = \frac{1 - r_1}{2}$$  \hspace{1cm} (5.1.26)$$

which is an irreducible BER.

For Jakes-Reudink Rayleigh fading channel, $r_1$ is given by (5.1.4), i.e.,

$$r_1 = J_0(2\pi f_n T).$$  \hspace{1cm} (5.1.27)$$

For example, consider a channel with 800 mhz wave frequency, mobile speed 100 km/hour and symbol rate 24000 symbols/second. The normalized fading bandwidth is $f_n T$ 0.003086 and $r_1 = 0.999906$. The irreducible BER is then

$$P_I = 9.4 \times 10^{-5}$$  \hspace{1cm} (5.1.28)$$

which may not be significant compared to the first part $P_I$ of $P_e$ in (5.1.25). However, if the wave frequency is 30 ghz, as is the case for some satellite communications, then $r_1 = 0.8721$ and the irreducible BER is

$$P_I = 6.395 \times 10^{-2}$$  \hspace{1cm} (5.1.29)$$
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and may not be acceptable.

For differential quaternary PSK (DQPSK) and Differential q-ary PSK \((q > 4)\), the BER performance becomes worse and worse for larger and larger \(q\) [98]. The derivation of the closed-form solution of BER for \(q\)-ary DPSK is involved.

### 5.1.4 Coherent PSK for Nonselective Fading Channels

It is well-known that the coherent PSK (CPSK) is superior to DPSK if the channel information is completely known [98]. For this modulation scheme, the transmitted symbols are \(q\)-ary PSK modulated symbols \(x_k\) taking values on

\[
D = \{e^{2\pi i n/q} : n = 0, 1, \ldots, q - 1\}.
\]

The received signal is then

\[
y_k = c_k x_k + n_k. \tag{5.1.30}
\]

Suppose \(c_k\) is known, then \(x_k\) is estimated by

\[
\hat{x}_k = \frac{y_k}{c_k} = x_k + n'_k \tag{5.1.31}
\]

where \(n'_k\) is a transformed noise term. Then using the minimum distance decision rule yields that the detected symbol \(\hat{x}_k\) satisfies

\[
|\arg(\bar{x}_k) - \arg(\hat{x}_k)| = \min_{x_k \in D} |\arg(x_k) - \arg(\hat{x}_k)| \tag{5.1.32}
\]

or equivalently

\[
|\arg(c_k \bar{x}_k) - \arg(y_k)| = \min_{x_k \in D} |\arg(c_k x_k) - \arg(y_k)|. \tag{5.1.33}
\]

The BER of symbol-by-symbol CPSK signal detection over a Rayleigh fading channel is [98]

\[
P_e = \frac{1}{2} \left(1 - \sqrt{\frac{\gamma}{1 + \gamma}}\right) \tag{5.1.34}
\]
where $\gamma$ is the SNR per bit. For large SNR the above equation is approximated by

$$P_c = \frac{1}{4(1 + \gamma)}.$$  \hspace{1cm} (5.1.35)

Comparing (5.1.25) to (5.1.35), we can see that the CPSK scheme is over 3 dB better than DPSK and the gap is even greater between the CPSK and $q$-ary DPSK for larger $q$ provided that the channel information $c_k$ is completely known. It is also interesting to observe that the BER of CPSK does not have any irreducible error rate if the channel state information is reliable. It should be noted that the above BER is derived assuming independent channel gains. For a real channel the actual BER would be higher than the theoretical result.

When the channel gain $c_k$ is estimated inaccurately, the BER performance of the CPSK scheme degenerates. This problem was analyzed in [46]. A particularly interesting result in [46] is an analysis of the BER of symbol-by-symbol CPSK signal detection for frequency nonselective fading channels with inaccurately estimated channel gains. The BER for BPSK and QPSK are

$$P_c = \frac{1}{2}(1 - \frac{1}{\sqrt{1 + \frac{\sigma_k^2 \log_2 q + \gamma^{-1}}{1 - \sigma_k^2}}})$$  \hspace{1cm} (5.1.36)

where $\sigma_k^2$ is the mean-square-error of the estimator $\hat{c}_k$ of $c_k$, and $q = 2$ for BPSK and $q = 4$ for QPSK. For $q \geq 8$ the closed-form solution appears involved. When the SNR $\gamma$ approaches infinity, an irreducible error rate results and is equal to

$$P_I = P_c|_{\gamma = \infty} = \frac{1}{2}[1 - \sqrt{\frac{1 - \sigma_k^2}{1 + (\log_2 q - 1)\sigma_k^2}}]$$  \hspace{1cm} (5.1.37)

It is seen that if the estimator is accurate enough the irreducible BER $P_I$ can be made very small.
5.2 Optimum and Suboptimum Algorithms for Detecting Constant-Envelope Signals over Fading Channels

In this section, we first introduce a globally optimum algorithm of Lodge and Moher [76] for detecting constant-envelope modulated signals over a fading channel. Then we will show that the optimum receiver is approximately equivalent to a combination of an MMSE channel estimator and a coherent signal detector. This result strengthens the report in [60] that an MMSE-estimator/coherent-detector structure is locally optimal in the sense that it approximately minimizes the symbol error probability. It should be noted that a locally optimum detector is not necessarily globally optimal when the detected signal is correlated [97]. The fading channel model studied in this thesis is correlated and therefore the well-known optimal signal detection property applies.

The result in this section implies that combining a good fading channel tracker with coherent signal detection is a promising alternative to the conventional differential detection scheme for fading channels and provides a motivation for finding a good fading channel tracking algorithm.

5.2.1 An Optimum Algorithm for Detecting Modulated Signals Over Fading Channels

In [76], Lodge and Moher proposed an optimum receiver which minimizes the error probability for detecting a sequence of constant-envelope modulated signals over frequency nonselective fading channels. The same optimum receiver is generalized in [74] to approach a class of frequency selective/nonselective fading channel problems with constant/non-constant envelope modulation schemes. We now present this result and show an interesting property of the optimum detection algorithm.
Following [76], an MLSE scheme chooses a data sequence $\bar{x}_N(m)$ which achieves

$$\max_{m \in \{1, \ldots, q^n\}} p(y_1, \ldots, y_N|\bar{x}_N(m)) \quad (5.2.1)$$

where $q$ denotes that the data symbol $x_k$ is $q$-ary modulated (for QPSK $q = 4$). Using the properties of conditional probability, it is easily shown that

$$p(y_1, \ldots, y_N|\bar{x}_N(m)) = p_1(y_1|\bar{x}_1(m))p_2(y_2|y_1, \bar{x}_2(m))\ldots p_k(y_k|\bar{y}_{k-1}, \bar{x}_k(m))\ldots p_N(y_N|\bar{y}_{N-1}, \bar{x}_N(m)) \quad (5.2.2)$$

Therefore maximizing Eq.(5.2.1) is equivalent to maximizing Eq.(5.2.2) over all $m \in \{1, \ldots, q^n\}$. Notice that $p_k(y_k|\bar{y}_{k-1}, \bar{x}_k(m))$ is Gaussian with mean

$$\bar{y}_k(m) = E\{y_k|\bar{y}_{k-1}, \bar{x}_k(m)\} \quad (5.2.3)$$

and variance

$$\sigma^2_k(m) = Var\{y_k|\bar{y}_{k-1}, \bar{x}_k(m)\}. \quad (5.2.4)$$

Then Eq.(5.2.2) is equivalent to

$$\max_{m \in \{1, \ldots, q^n\}} : f_1(y_1|m)\ldots f_k(y_k|m)\ldots f_N(y_N|m) \quad (5.2.5)$$

where

$$f_k(y_k|m) = \frac{1}{\sqrt{2\pi\sigma^2_k(m)}} e^{-[y_k-\bar{y}_k(m)]^2/2\sigma^2_k(m)}. \quad (5.2.6)$$

It should be noted that under the density $f_k$ the random variables $y_k$ are whitened and form a statistically independent sequence.

Using the properties of conditional mean and conditional variance of a multivariate Gaussian distribution ([97], p.216), it follows that

$$\bar{y}_k(m) = [\bar{r}_k(m)]^T[R_{k-1}(m)]^{-1}\bar{y}_{k-1} \quad (5.2.7)$$

and

$$\sigma^2_k(m) = r_{kk}(m) - [\bar{r}_k(m)]^T[R_{k-1}(m)]^{-1}\bar{r}_k(m). \quad (5.2.8)$$

where $\bar{r}_k(m) \triangleq (r_{k,1}(m), r_{k,2}(m), \ldots, r_{k,k-1}(m))^T$ and $k = 1, \ldots, N$. 
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Theoretically, the above quantities may be computed using the Viterbi algorithm, an effective solution to a maximum likelihood sequence estimation (MLSE) scheme [76, 74]. Unfortunately, its large computational complexity makes it very difficult to implement. However, the MLSE scheme has some interesting theoretical properties and a practical MMSE-estimator/coherent-detector structure can be derived from it.

In [76], it is pointed out that the optimum MLSE scheme for a flat Rayleigh fading channel and constant-envelope modulation does not exhibit an irreducible error rate if (i) the SNR approaches infinity, (ii) the prediction order $N$ is sufficiently large, and (iii) the fading channel is bandlimited. In this section, we arrive at a similar conclusion for the generalized receiver discussed earlier, but without requiring condition (i). The following result also suggests that condition (i) may not be necessary provided a suitable modulation scheme is found.

**Lemma 5.1** If the following conditions are satisfied for all $k \geq 1$ and $m, m_0 \in \{1, 2, ..., M\}$:

C1: $\bar{y}_k(m) \neq \bar{y}_k(m_0)$ or $\sigma^2_k(m) \neq \sigma^2_k(m_0)$ for all $m \neq m_0$.

C2: $\bar{y}_k(m)$ and $\sigma^2_k(m)$ are both finite.

where $m_0$ denotes the transmitted information sequence and $M$ is a finite integer, then the error probability of maximum likelihood sequence estimation scheme (5.2.1) or (5.2.5) approaches zero as $N \to +\infty$, i.e.

$$p_e(N) = P\{f_1(y_1|m_0) ... f_k(y_k|m_0) ... f_N(y_N|m_0) \leq f_1(y_1|m) ... f_k(y_k|m) ... f_N(y_N|m)\} \to 0$$

as $N \to +\infty$ \hspace{1cm} (5.2.9)

**Proof:** Since $f_k$ is Gaussian with mean $\bar{y}_k(m)$ and variance $\sigma^2_k(m)$, the condition C1 assures that

$$f_k(y_k|m_0) \neq f_k(y_k|m)$$ \hspace{1cm} (5.2.10)
for all $m \neq m_0$ and $1 \leq k \leq N$.

Notice that inequality (5.2.9) is equivalent to

$$P\{\frac{f_1(y_1|m)}{f_1(y_1|m_0)} + \frac{f_2(y_2|m)}{f_2(y_2|m_0)} + \ldots + \frac{f_N(y_N|m)}{f_N(y_N|m_0)} < 0\} = 1$$

(5.2.11)

as $N \to +\infty$. Under the density $f_k(y_k|m_0)$ (k=1, 2, ...,), the log-likelihood ratios $\eta_k \triangleq \ln \frac{f_k(y_k|m)}{f_k(y_k|m_0)}$ are independent for all $k \geq 1$. Using the condition C2 it can be shown that the variance of $\eta_k$, $\text{Var}_{m_0}(\eta_k)$, is finite for all $k \geq 1$, where $\text{Var}_{m_0}(\cdot)$ is defined under the density $f_k(y_k|m_0)$. The proof that $\text{Var}_{m_0}(\eta_k)$ is finite is presented later. According to the strong law of large numbers (see e.g. [112], p.364, Theorem 2), the term

$$\frac{\ln f_1(y_1|m)}{f_1(y_1|m_0)} + \frac{\ln f_2(y_2|m)}{f_2(y_2|m_0)} + \ldots + \frac{\ln f_N(y_N|m)}{f_N(y_N|m_0)}$$

in Eq.(5.2.11) almost-surely approaches

$$E_0\{\ln \frac{f_1(y_1|m)}{f_1(y_1|m_0)} + \ln \frac{f_2(y_2|m)}{f_2(y_2|m_0)} + \ldots + \ln \frac{f_N(y_N|m)}{f_N(y_N|m_0)}\}/N$$

(5.2.12)

where $E_0$ denotes taking expectation under the true hypothesis $m_0$. Using Jensen's inequality, it is easily shown that

$$E_0\{\ln \frac{f_k(y_k|m)}{f_k(y_k|m_0)}\} \leq \ln E_0\{\frac{f_k(y_k|m)}{f_k(y_k|m_0)}\}$$

$$= \ln \int_{-\infty}^{+\infty} \frac{f_k(y_k|m)}{f_k(y_k|m_0)} \cdot f_k(y_k|m_0) dt = 0$$

(5.2.13)

for all $1 \leq k \leq N$, where (5.2.10) is used and implies that a strict inequality holds in the above derivation. Therefore the inequality

$$E_0\{\ln \frac{f_1(y_1|m)}{f_1(y_1|m_0)} + \ln \frac{f_2(y_2|m)}{f_2(y_2|m_0)} + \ldots + \ln \frac{f_N(y_N|m)}{f_N(y_N|m_0)}\}/N < 0$$

(5.2.14)

holds almost-surely, i.e., (5.2.11) holds as $N \to +\infty$, which is equivalent to (5.2.9).

To complete the proof, we now show that under the density $f_k(y_k|m_0)$ (k $\geq 1$), the variance of $\eta_k = \ln \frac{f_k(y_k|m)}{f_k(y_k|m_0)}$ is finite provided that the condition C2 is satisfied.
It is easily seen that
\[
\eta_k = \ln \frac{\sigma_k(m)}{\sigma_k(m_0)} + \frac{(y_k - \bar{y}_k(m_0))^2}{2\sigma^2_k(m_0)} - \frac{(y_k - \bar{y}_k(m))^2}{2\sigma^2_k(m)}
\] (5.2.15)

Under the density \(f_k(y_k|m_0)\), the variance of \(\eta_k\) is
\[
\text{Var}_{k_{m_0}}(\eta_k) = \frac{\text{Var}_{k_{m_0}}(y_k^2) + 4\bar{y}_k^2(m_0)\text{Var}_{k_{m_0}}(y_k)}{4\sigma^4_k(m_0)} + \frac{\text{Var}_{k_{m_0}}(y_k^2) + 4\bar{y}_k^2(m)\text{Var}_{k_{m_0}}(y_k)}{4\sigma^4_k(m)}
\] (5.2.16)

Since \(\text{Var}_{k_{m_0}}(y_k) = \sigma^2_k(m_0)\) and
\[
\text{Var}_{k_{m_0}}(y_k^2) = E_{k_{m_0}}(y_k^4) - E_{k_{m_0}}(y_k^2)^2
\]
\[
= [\bar{y}_k^4(m_0) + 6\bar{y}_k^2(m_0)\sigma^2_k(m_0) + 3\sigma^4_k(m_0)] - [\bar{y}_k^2(m_0) + \sigma^2_k(m_0)]^2
\]
\[
= 4\bar{y}_k^2(m_0)\sigma^2_k(m_0) + 2\sigma^4_k(m_0)
\]

therefore
\[
\text{Var}_{k_{m_0}}(\eta_k) = \frac{1}{2} + \frac{2\bar{y}_k^2(m_0)}{\sigma^2_k(m_0)} + \frac{2\bar{y}_k^2(m_0) + \sigma^2_k(m_0)\sigma^2_k(m)}{2\sigma^4_k(m)}
\] (5.2.17)

The finiteness of \(\text{Var}_{k_{m_0}}(\eta_k)\) is easily seen from the above equation and the condition C2.

QED.

We should note that the condition C2 can easily be satisfied in general. The condition C1 has several interesting implications that require further elaboration:

Remark 1. Condition C1 does not require the SNR to approach \(+\infty\). On the other hand, Theorem 3 in [76] requires an infinitely-large SNR.

Remark 2. It is commonly assumed that the random fading channel is bandlimited, or equivalently, that the fading channel has infinitely long memory [59, 76]. In this case, it is possible to find a signal constellation sufficient for C1 to hold. Let us consider any two sequences, \(\bar{x}_N(m_0)\) and \(\bar{x}_N(m)\) with only one different symbol at time \(k = 1\),
\( x_1(m_0) \neq x_1(n) \). Therefore for all \( k > 1 \), we have \( x_k(m)x_k^*(m) \neq x_k(m_0)x_k^*(m_0) \) since \( x_1(m_0) \neq x_1(n) \) and \( x_k(m_0) = x_k(m) \). From (5.1.17) and (5.2.7)(5.2.8) it is seen that \( \tilde{r}_k(m) \neq \tilde{r}_k(m_0) \) for all \( k > 1 \), which in turn implies that C1 is satisfied. As a result, for bandlimited channels sequence estimation with infinitesimal error rate is achievable if an infinitely long delay and infinitely large complexity can be tolerated, even though the SNR does not approach \(+\infty\).

5.2.2 Combined MMSE-Estimator/Coherent-Detector for Fading Channels

We now show that the optimum MLSE receiver studied in the last subsection is approximately equivalent to a combination of MMSE-estimator and coherent-detector for constant-envelope modulations.

Starting with Eq. (5.2.3), (5.2.4) and (5.1.9), it is easily seen that

\[
\tilde{y}_k(m) = E\{y_k|\tilde{y}_{k-1}, \tilde{x}_k(m)\} \\
= E\{\sum_{i=0}^{l} c_{i,k}x_{k-i} + u_k|\tilde{y}_{k-1}, \tilde{x}_k(m)\}\} \\
= \sum_{i=0}^{l} E\{c_{i,k}|\tilde{y}_{k-1}, \tilde{x}_k(m)\} x_{k-i}(m) \\
= \sum_{i=0}^{l} \hat{c}_{i,k}x_{k-i}(m)
\]

(5.2.18)

where

\[
\hat{c}_{i,k} = E\{c_{i,k}|\tilde{y}_{k-1}, \tilde{x}_k(m)\}.
\]

(5.2.19)

Since \( c_{i,k} \) is a Gaussian process, the conditional mean \( \hat{c}_{i,k} \) is identical to an MMSE estimator [97]. Similarly, it is seen that the conditional variance

\[
\sigma^2_k(m) = Var\{y_k|\tilde{y}_{k-1}, \tilde{x}_k(m)\} \\
= Var\{\sum_{i=0}^{l} c_{i,k}x_{k-i} + u_k|\tilde{y}_{k-1}, \tilde{x}_k(m)\}\}
\]
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where the fact that \( x_k x_k^* = 1 \) is used and

\[
\sigma_{i,k}^2 = \text{Var}\{c_{i,k} | \bar{y}_{k-1}, \bar{x}_k(m) \}
\]

is the conditional variance of \( c_{i,k} \), which is identical to the variance of the MMSE estimator \( \hat{c}_{i,k} \). It is noted that we assumed that \( c_{i,k} \) is independent of \( c_{j,k} \) for \( i \neq j \) (independence between different beams).

Notice that the optimum MLSE algorithm is a growing sample-size estimation-detection procedure, and is difficult to implement. An approximation of the optimum algorithm is to use a moving-window (with window-size \( N \)) estimation-detection scheme. When the window size \( N \) and SNR are both large, the variance of the moving-window MMSE estimator \( \hat{c}_{i,k} \) may be independent of the data sequence \( x_k(m) \). In this case, the optimum detector (5.2.5) is approximately equivalent to searching for \( \bar{x}_k \) such that

\[
\sum_{k=1,2,...} |y_k - \sum_{i=0}^{l} \hat{c}_{i,k} \bar{x}_{k-i}|^2 = \min_{m \in D} \sum_{k=1,2,...} |y_k - \sum_{i=0}^{l} \hat{c}_{i,k} x_{k-i}(m)|^2
\]

which is exactly a combined MMSE-estimator/coherent-detector and can be easily implemented.

The above result justifies that combining a good channel estimator with coherent signal detection is a promising alternative to the conventional DPSK scheme for fading channels.

### 5.3 Existing Algorithms for Tracking Fading Channels

#### 5.3.1 Phase Lock Loop

The classical algorithm for tracking the phase of a communication channel is the phase lock loop (PLL) [98]. A PLL consists of a phase error detector followed by a voltage
controlled oscillator (VCO).

The major problems of PLL are false lock (i.e. handup) and slow convergence. A false lock occurs when the phase error is close to $\pm \pi$ [37]. During a false lock, the output voltage of the PLL is very small and the PLL remains in the incorrect state for a long time. It is difficult to predict the false lock and drive the PLL out of the undesirable state [37, 46]. The false lock problem is particularly disastrous in a fading environment where the phase of the channel varies fast during deep fade (see Figures 5.1-5.3). Another major problem of PLL is that it does not converge to the correct state fast enough. This is undesirable in a fading environment since the phase of the channel varies significantly during a deep fade. In addition, a PLL does not provide any information about the amplitude of the channel, which has been proven [57] to be able to provide as much as 1 dB gain using a soft decision Viterbi algorithm.

5.3.2 Kalman Filtering Approach

A number of researchers have proposed using a Kalman filter to track fading channels [55, 25, 46]. The basic idea is to formulate an auto-regressive moving average (ARMA) model, where perfect detection of the past data symbols is assumed [55, 25].

However, as is pointed out in [25, 26, 55], the currently used Kalman filtering approach has some serious problems: (i) a fading channel cannot be modeled as a low order ARMA model, and as a result, the computational complexity must be very high; (ii) Kalman filtering approaches are very sensitive to computer roundoff errors which may result in complete failure of the filter; and (iii) it is difficult to determine the Kalman filter coefficients and adjust these coefficients according to varying channel statistics.

It is well known that many fading channels can be modeled as a Jakes-Reudink model [59, 99], where the correlation function of the channel gain $g_{l,k}$ is a zeroth order Bessel function. Since the resulting model is not a rational function, a low order ARMA process may not be able to model the fading channel properly [25, 26]. This problem has also
been observed in our simulations. In order to model a fading channel properly, a high order model is needed, which in turn results in very high computational complexity since the complexity of Kalman filtering is proportional to the square of filter order.

The computer roundoff error and stability problems of the Kalman filtering approaches have been reported in [55, 25, 26]. In [55], a square-root Kalman filtering approach is used to circumvent this problem. However, the result in [55] only applies to a very slow fading model where the maximum Doppler frequency is $f_m = 1$ hz, which is much less than the current cellular and satellite channels (see Figures 5.1-5.3).

The Kalman filter coefficients are determined by the fading channel statistics, which have to be measured accurately. This on-line measurement brings about significantly more computational complexity. When the channel experiences changes of channel statistics, such as vehicle speed and random channel distributions (Rayleigh and Rician), it appears difficult to adjust the Kalman filter coefficients efficiently.

Due to the above reasons, the Kalman filtering approaches may have difficulties to solve the cellular and satellite fading channel problems.

5.3.3 Irvine-McLane's Fading channel Tracking Algorithm

An interesting algorithm was proposed by Irvine and McLane [57, 58] to track the phase and amplitude of frequency nonselective fading channels. This algorithm combines Moher-Lodge's [82] periodic re-training approach with the information extracted from a detected data symbol, where one training symbol is sent periodically after transmitting every $K_t - 1$ data symbols. The channel tracker in [57] is called symbol-aided plus decision-directed (SADD) algorithm.

A block diagram of the SADD algorithm is shown in [57], Figure 7. The channel gain estimate derived from the training symbols is first passed through a finite impulse response (FIR) low pass filter (LPF) to remove the noise. Since the training symbols are spaced $K_t$ symbols (baud) apart, an order $2D_f + 1$ LPF results in a delay of $K_t D_f$ baud.
(see [57], p.1292). Then the smoothed channel estimates are linearly interpolated (see [57], p.1292), which form an initial estimate of the channel gain. The linear interpolation scheme is shown in Figure 5.5. The initial channel estimate is used to make an initial decision on the received data symbols, which are in turn used to derive a decision-feedback channel estimate. A thresholding approach is then used to decide whether the decision-feedback estimate or interpolated estimate from the training symbols should be used (see [57], p.1293). Finally, the estimated channel gain is passed through the second LPF to reduce the noise. A smoothed channel estimate is then obtained for soft Viterbi decoding. The computational complexity of the algorithm is low compared to the Kalman filtering approach but is higher than the DPSK algorithm.

It has been shown by Irvine and McLane [57] that combining trellis-coded modulation (TCM), interleaving and soft Viterbi decoding with their fading channel tracker results in a 3 dB BER performance gain of CPSK signal detection over the same coded DPSK scheme, even though their tracking algorithm without coding does not achieve such a gain over its DPSK counterpart.

The major disadvantages of Irvine-McLane's algorithm are (i) extra decision delay is added due to the two LPFs used; (ii) more complexity is introduced than its DPSK counterpart, and (iii) more bandwidth is required to accommodate the training symbols.

In [57], it is pointed out that if an order $2D_f + 1$ LPF is used, then the total delay of the first LPF is $K_tD_f$ since the training symbols are spaced $K_t$ symbols apart. The second LPF used in [57] also results in a delay of $D_f$. Then the total delay of the SADD algorithm is $(K_t+1)D_f$. Typically, assuming a training period $K_t = 5$ and an LPF order $2D_f + 1 = 21$ [57], the total delay would be 60 symbols, which may not be practical for certain applications, particularly for voice communications. The complexity of SADD involves two LPFs, interpolation processing and threshold switching. The bandwidth required by the SADD is $K_t/(K_t - 1)$ times that of DPSK detection. When the training period is $K_t = 5$ the bandwidth expansion of the SADD is 25%.
It is noted that [57] in spite of the extra complexity, decision delay and bandwidth used, the uncoded SADD algorithm with CPSK detection does not always outperform its DPSK counterpart. This problem is particularly serious for large SNRs (see simulation results and theoretical analysis in the next chapter). From Figure 5.5 it can be seen that the estimation error of the SADD sometimes may be very large. In Figure 5.5 the training symbols may be available at the time $k_1$, $k_1 - K_{t1}$ or $k_2$ and $k_2 - K_{t2}$ with $K_{t1}$ or $K_{t2}$ being the training period. A linear interpolation of the SADD algorithm is implemented along the lines drawn in the figure. It is seen that during the period between $k_2 - K_{t2}$ and $k_2$ the interpolation error is very large due to the large variation of the channel phase, while the error is not very serious during the period between $k_1 - K_{t1}$ and $k_1$. To circumvent this large error, the training period has to be very small and results in a large bandwidth expansion, which is not desirable in high speed data transmission. A more precise analysis of the MSE of the SADD presented in the next chapter will also confirm this observation. This fact leads us to further investigate the channel tracking problem and hopefully discover a better approach to solving this problem.
Figure 5.5: Linear interpolation of the SADD algorithm.
Chapter 6

DFALP: a New Algorithm for Adaptive Identification of Fading Channels

From the last chapter we conclude that developing a good fading channel tracker is both important and feasible. In this chapter we will follow the idea of combining periodical re-training with decision-feedback proposed by Irvine and McLane [57], which is an important improvement of the symbol aided (SA) tracking algorithm proposed by Moher and Lodge [82]. As is observed in Chapter 5, low-pass-filtering and interpolating large-spaced training-symbols result in the large delay and the large interpolation error involved with the SADD. To circumvent these drawbacks, the new algorithm uses $N$ tentatively detected data symbols as inputs to a linear predictor adapted by the well-known LMS (least-mean-square) algorithm of Widrow and Hoff [121, 122] to predict the current channel gain (phase and amplitude). The predicted channel estimate is passed through a low pass filter (LPF) with much smaller delay than the SADD to reduce the noise from the noisy channel estimate and smooth the estimate.

Simulation results and theoretical analysis show that the new algorithm improves the performance of existing algorithms significantly in both BER (bit-error-rate) and decision delay. It is also shown that combining the proposed fading channel tracker with the uncoded coherent quaternary phase shift keying (CQPSK) achieves significant
gain over its differential QPSK (DQPSK) counterpart. The complexity of the new algorithm involves about 30 to 60 complex number multiplications depending upon the fading bandwidth, which is larger than DPSK detection and is similar to the SADD. The new algorithm is herein referred to as the decision-feedback adaptive linear predictive (DFALP) fading channel tracker. A generalization of the DFALP algorithm to frequency selective fading channels will also be addressed.

The DFALP algorithm proposed in this thesis is able to track certain nonstationarity of fading channels because of the robustness of the DFALP algorithm and the adaptivity of the LMS algorithm used. The nonstationarity may be a small change of certain channel statistics, such as change of vehicle speed, change of channel gain distributions (Rayleigh or Rician distributions), and slow change of the line-of-sight (LOS) part of Rician channels (shadowing). However, if the channel experiences abrupt change of channel statistics, the existing channel tracking algorithms may not be able to react to the change quickly. In the latter situation, the quickest change-detectors are used to improve the performance of the DFALP algorithm.

It has been shown by Irvine and McLane [57] that combining trellis coded modulation (TCM), interleaving and soft Viterbi decoding with the SADD tracker results in 3 dB BER performance improvement of CPSK signal detection over the same coded DPSK scheme, even though the SADD with uncoded CPSK does not always achieve such a gain over its DPSK counterpart. It was found in [57] that 1 dB gain of the CPSK detection comes from soft Viterbi decoding using the channel estimate while the DPSK has no channel information available. If the TCM, interleaving and Viterbi decoding are combined with the DFALP channel tracker as is done in [57], the resulting scheme would perform much more than 3 dB better than the same coded DQPSK according to the result in [57] and the fact that the uncoded DFALP algorithm outperforms the SADD algorithm of [57]. A simulation study combining the DFALP tracker with TCM and Viterbi algorithm is left for future research.
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6.1 DFALP Algorithm for Frequency Nonselective Fading Channels

6.1.1 DFALP Algorithm

We first derive the new DFALP algorithm for nonselective (flat) fading channels. If $x_k$ is a known training symbol, $c_k$ can be easily estimated using

$$c_k \approx \frac{y_k}{x_k} \overset{\Delta}{=} \hat{c}_k \quad (6.1.1)$$

according to (5.1.1), where $y_k$ is the received signal, $x_k$ is known training symbol. It is assumed that the signal-to-noise ratio (SNR) is sufficiently large. However, in most situations training symbols are not available. In these cases the only available information is the past detected symbols $\hat{x}_i$ ($i < k$). Since a slow fading channel is highly correlated [59, 62], which is also clearly seen from Figures 5.1-5.3, it is possible to use an adaptive linear filter (a standard one-step adaptive predictor [124]) to estimate the current complex channel gain $c_k$ using the past detected symbols $\hat{x}_i$ ($i < k$) and the current observed signal $y_k$. The idea of decision-feedback has long been used in adaptive equalization of deterministic telephone channels [98]. The same idea was also used by Irvine and McLane [57]. However, Irvine and McLane mainly used training-symbol information and did not consider the high correlation of both Rayleigh and Rician fading channels.

We now derive the DFALP algorithm. Let the past detected data symbols be $\hat{x}_{k-1}, \hat{x}_{k-2}, \ldots, \hat{x}_{k-N}$. The past received signals are $y_{k-1}, y_{k-2}, \ldots, y_{k-N}$. Notice that $\hat{x}_i$ and $y_i$ are complex, and that $\hat{x}_i$ takes on a finite number of values (for QPSK it takes on only four values). Then the past decision feedback complex channel gains are

$$\frac{y_{k-i}}{\hat{x}_{k-i}} \quad i = 1, 2, \ldots, N. \quad (6.1.2)$$

If the feedback data symbol happens to be correct, that is, $\hat{x}_{k-i} = x_{k-i}$, the estimate $y_{k-i}/\hat{x}_{k-i}$ would be reliable. However, this may not be always true. Therefore the
estimate $y_{k-i}/\hat{x}_{k-i}$ should be corrected. Let $\hat{c}_{k-i}$ denote the corrected fading channel estimate from $y_{k-i}/\hat{x}_{k-i}$, or the fading channel estimate using training symbols if they are available (Eq. (6.4.1)). Using the standard linear prediction approach [49, 121], we formulate the predicted fading channel gain at time $k$ as [49]

$$\hat{c}_k = \sum_{i=1}^{N} b_i^* \hat{c}_{k-i} \triangleq \vec{b}(k)^H \vec{c}(k)$$  \hspace{1cm} (6.1.3)

where

$$\vec{c}(k) = (\hat{c}_{k-1}, \hat{c}_{k-2}, \ldots, \hat{c}_{k-N})^T$$  \hspace{1cm} (6.1.4)

is a vector of past corrected channel gain estimates and

$$\vec{b}(k) = (b_1, b_2, \ldots, b_N)^T$$  \hspace{1cm} (6.1.5)

are the filter (linear predictor) coefficients at time $k$. The superscript $T$ stands for transpose and $H$ stands for Hermitian (conjugate and transpose). $N$ is the order of the linear predictor. Our objective is to minimize the estimation error adaptively, i.e.,

$$\min \xi_k = |c_k - \hat{c}_k|^2$$  \hspace{1cm} (6.1.6)

where $c_k$ is the actual complex channel gain. A well-known solution to the problem is Widrow-Hoff’s least-mean-square (LMS) algorithm [121, 122]. The LMS algorithm computes the filter coefficients $\vec{b}(k+1)$ of the next time-step using the current filter coefficients $\vec{b}(k)$ and the estimation error $c_k - \hat{c}_k$. Formally, the algorithm is

$$\vec{b}(k+1) = \vec{b}(k) + \mu (c_k - \hat{c}_k)^* \vec{c}(k)$$  \hspace{1cm} (6.1.7)

where $\mu$ is a step-size controlling the convergence-rate and steady-state error of the algorithm, and $\vec{c}(k) = (\hat{c}_{k-1}, \hat{c}_{k-2}, \ldots, \hat{c}_{k-N})^T$ is the vector of past (corrected) complex channel gain estimates. Since the actual channel gain $c_k$ is not available, we substitute the current corrected channel gain estimate $\hat{c}_k$ and obtain the following practical algorithm

$$\vec{b}(k+1) = \vec{b}(k) + \mu (\hat{c}_k - \hat{c}_k)^* \vec{c}(k).$$  \hspace{1cm} (6.1.8)
Now we address the problem of using decision feedback and correction to obtain the corrected channel gain estimate $\hat{c}_k$ from the predicted channel gain $\hat{c}_k$. First, we estimate the data symbol using the predicted channel gain $\hat{c}_k$:

$$\hat{x}_k = \frac{y_k}{\hat{c}_k}$$  \hspace{1cm} (6.1.9)

where $y_k$ is the current received signal plus noise, and $\hat{c}_k$ is a channel estimate given by the linear predictor (6.1.3). Second, we use the minimum distance decision rule

$$\min_{x_k \in D} |\hat{x}_k - x_k|$$  \hspace{1cm} (6.1.10)

where $D$ is the signal constellation of the modulated complex low-pass equivalent signal $x_k$. For QPSK, $D = \{e^{j\pi/2}, n = 0, 1, 2, 3\}$. Let $\bar{x}_k$ denote the detected data symbol, i.e.

$$|\hat{x}_k - \bar{x}_k| = \min_{x_k \in D} |\hat{x}_k - x_k|.$$  \hspace{1cm} (6.1.11)

Using the detected data symbol $\bar{x}_k$, we formulate a new estimate of the channel gain

$$\frac{y_k}{\bar{x}_k}.$$  \hspace{1cm} (6.1.12)

There exist two possibilities for the detection rule (6.1.11). One possibility is that the decision is correct, i.e., $\bar{x}_k = x_k$. Then the estimate $y_k/\bar{x}_k$ would be reliable. On the other hand, if the decision is wrong, i.e., $\bar{x}_k \neq x_k$, the estimate $y_k/\bar{x}_k$ will certainly be very poor. To solve this problem, we use a thresholding idea proposed by Irvine and McLane [57]. In most cases, if the decision is correct, the distance between the predicted channel gain $\hat{c}_k$ and the decision feedback estimate $y_k/\bar{x}_k$ would not be large, i.e., the probability that $|\hat{c}_k - y_k/\bar{x}_k| < \beta$ would be high, where $\beta$ is a chosen threshold. On the other hand, if the decision is wrong, the distance between the predicted channel gain $\hat{c}_k$ and the decision-feedback estimate $y_k/\bar{x}_k$ would be large, i.e. the probability that $|\hat{c}_k - y_k/\bar{x}_k| \geq \beta$ would be high. Therefore the corrected channel estimate may be expressed as

$$\hat{c}_k = \begin{cases} 
\frac{y_k}{\bar{x}_k} & \text{if } |\hat{c}_k - y_k/\bar{x}_k| < \beta \\
\hat{c}_k & \text{if } |\hat{c}_k - y_k/\bar{x}_k| \geq \beta
\end{cases}$$  \hspace{1cm} (6.1.13)
There exists no analytical approach to choosing the threshold $\beta$. In [57], it was proposed that for $q$-ary PSK $\beta$ is chosen to be $e^{i\pi/(2q)}$. This threshold also works well in our simulation.

The corrected channel estimate $\hat{e}_k$ is then low-pass-filtered using a low pass filter (LPF) of order $2D_f + 1$ to reduce the noise. That is, the final channel gain estimate is

$$
\hat{e}_{k-D_f} = \sum_{i=0}^{2D_f} h_i \hat{e}_{k-i}
$$

(6.1.14)

where $h_i$ is the impulse response of an LPF of order $2D_f + 1$. It is noted that a delay $D_f$ is incurred after the above final low-pass filtering.

We now summarize the decision-feedback adaptive-linear-prediction (DFALP) algorithm:
DFALP Fading-Channel Tracker

Repeat Steps 1-4:

- Step 1: If a training symbol \( x_k \) is available, set \( \hat{c}_k = y_k / x_k \).

  Otherwise,

  1.1 Predict channel gain: \( \hat{c}_k = \sum_{i=1}^{N} b_i \hat{c}_{k-i} = \hat{b}(k)^H \hat{c}(k) \);

  1.2 Estimate data symbol: \( \hat{x}_k = y_k / \hat{c}_k \);

  1.3 Tentative decision: find \( \hat{x}_k \) such that \( |\hat{x}_k - \hat{x}_k| = \min_{x_k \in D} |\hat{x}_k - x_k| \);

  1.4 Correction:

  if predicted gain agrees with decision feedback estimate, use feedback estimate, i.e., if \( |\hat{c}_k - y_k / \hat{x}_k| < \beta \), then \( \hat{c}_k = y_k / \hat{x}_k \).

  else use predicted gain only, i.e., if \( |\hat{c}_k - y_k / \hat{x}_k| \geq \beta \), then \( \hat{c}_k = \hat{c}_k \);

- Step 2: Update linear predictor coefficients: \( \hat{b}(k + 1) = \hat{b}(k) + \mu (\hat{c}_k - \hat{c}_k)^T \hat{c}(k) \);

- Step 3: Low pass filter \( \hat{c}_k \): \( \hat{c}_{k-D_f} = \sum_{i=0}^{2D_f} h_i \hat{c}_{k-i} \).

- Step 4: Output \( \hat{c}_{k-D_f} \) and feedback \( \hat{c}_k \).

The notations are:

\( \hat{c}_{k-D_f} \) = final (delayed) channel gain estimate;
\( \hat{b}(k) = (b_1, b_2, ..., b_N)^T \) = filter coefficients at time \( kT \);
\( \hat{c}(k) = (\hat{c}_{k-1}, \hat{c}_{k-1}, ..., \hat{c}_{k-N})^T \) = past corrected channel gain estimate;
\( y_k \) = received signal plus noise at time \( kT \);
\( \mu \) = step-size;
\( \hat{x}_k \) = detected data symbol at time \( kT \).

One training symbol is sent for transmitting every \( K_t - 1 \) data symbols.
Figure 6.1: The DFALP algorithm for tracking phase and amplitude of frequency nonselective fading channels.

The initial conditions for the filter coefficients $\bar{b}$ are chosen to be

$$\bar{b}(0) = (1, 0, ..., 0)^T.$$  \hspace{1cm} (6.1.15)

A block diagram of the DFALP algorithm is shown in Figure 6.1. The received signal $y_k$ is divided by a channel estimate $\hat{c}_k$ from the adaptive linear predictor. The estimated data symbol is detected using a minimum distance decision rule. Then the corrected channel estimate $\tilde{c}_k$ is obtained. The corrected channel estimate $\tilde{c}_k$ is then passed through a low pass filter of order $2D_f + 1$ to reduce the noise, resulting in a decision delay $D_f$. The final smoothed channel estimate $\bar{c}_{k-D_f}$ is sent out for soft Viterbi decoding. Note that only $\tilde{c}_k$ can be feedback and the smoothed estimate $\bar{c}_{k-D_f}$ cannot be feedback since it is delayed by $D_f$. 
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Comparing Figure 6.1 to Figure 7 of Irvine-McLane [57] yields that the major difference between the DFALP algorithm and the SADD is that the former mainly utilizes the information extracted from the adaptive linear predictor while the latter uses filtering and interpolation of the channel estimate derived from well-spaced training symbols and results in a large decision delay. Since the DFALP does not require the first filter of the SADD, the total decision delay of the DFALP is significantly shorter than the SADD.

6.1.2 Choosing Parameters for the DFALP Algorithm

The major parts of the DFALP algorithm are the adaptive linear predictor and low pass filter (LPF). The threshold $\beta$ and the training period $K_t$ also have to be determined.

Design parameters of the adaptive linear predictor include the filter order (number of taps) and the step-size. These parameters are controlled by the convergence rate, stability, steady-state misadjustment (normalized steady-state mean-square error) and channel statistics. According to [124], a condition for stability of the LMS algorithm is

$$0 < \mu < \frac{1}{N\sigma^2}$$

(6.1.16)

where $N$ is the number of taps of the linear predictor and $\sigma^2$ is the variance of the corrected channel estimate. The misadjustment is given by [124]

$$M_e \approx \mu N \sigma^2$$

(6.1.17)

and the convergence rate is [124]

$$\frac{1}{\tau} \approx 4\mu\sigma^2.$$  

(6.1.18)

To have a small misadjustment $M_e$ and stable algorithm, the step-size $\mu$ should be small. Note that

$$\sigma^2 = Var\{\tilde{c}_k\} = Var\{c_k + n_\varepsilon\} = r_0 + Var\{n_\varepsilon\}$$

(6.1.19)

where $r_0$ is the average channel power and $n_\varepsilon$ is noise plus estimation error. It should be noted that the term $Var\{n_\varepsilon\}$ may be very large sometimes due to occasional large
estimation errors. Thus, it is safer to choose small $\mu$ to guarantee stability and small misadjustment, particularly for slow fading channels. For fast fading channels a slightly larger step-size may be chosen for adapting the filter to fast varying channels. Typically, it is observed through simulations that choosing the step-size

$$\mu = 10^{-3} f_m T$$  \hspace{1cm} (6.1.20)

achieves a satisfactory performance for a normalized fading bandwidth between $f_m T = 0.0001$ and .08.

The BER performance of the DFALP algorithm is affected by both the linear predictor order $N$ and the low pass filter order $2D_f + 1$.

Theorem 5.1 shows that under certain conditions an optimal detector approaches error-free detection for infinitely large prediction order. In section 5.2.2 it is shown that the optimal detector is approximately equivalent to a combined channel-estimator/coherent-detector. The DFALP algorithm with coherent detection is an approximately optimal detector and therefore would behave in a similar way to the optimal detector. Therefore it is expected that choosing a larger predictor order would result in a better performance. This appears to be true from Figure 6.2, where the BER performance becomes better and better with an increasing predictor order $N$. However, as shown in Figure 6.2, when the predictor order $N$ is greater than a certain value (50), the improvement of the BER is very small. Therefore a finite predictor order is suitable considering both the performance and the complexity.

We now discuss design parameters for the low-pass filter. The parameters of the LPF include its cut-off frequency and filter order $2D_f + 1$. Notice that the major purpose of the LPF is to reduce the noise from the channel estimate $\hat{c}_k$ since

$$\hat{c}_k = c_k + n_{\hat{c}k}$$  \hspace{1cm} (6.1.21)

where $n_{\hat{c}k}$ is a combination of additive Gaussian noise and estimation error. For the Jakes-Reudink fading model, the spectrum of the fading channel is the Fourier transform
Figure 6.2: The BER of the DFALP for different linear predictor orders. The low-pass filter order is \(2D_f + 1 = 9\) (the decision delay is \(D_f = 4\)). The CQPSK is used. \(v = 60\) km/hour. \(f_s = 6000\) symbols/second. \(f = 5\) ghz. \(K = 4\) dB. \(f_mT = 0.0463\). The SNR equals 10 dB. \(K_i = 5\).

of the Bessel function \(J_0(2\pi f_mTk)\), i.e.

\[
S_c(f) = \begin{cases} 
1/\sqrt{1 - \frac{f}{f_m}} & |f| < f_m \\
0 & |f| \geq f_m 
\end{cases}
\]  \hspace{1cm} (6.1.22)

The channel bandwidth is equal to \(f_m\), the maximum Doppler frequency. Equivalently, the normalized channel bandwidth is \(f_mT\). Other fading channel models, for example the exponential spectrum models, have a similar property [80]. On the other hand, the spectrum of the noise \(n_\delta k\) is flat and wide. Therefore it is reasonable to let the cut-off frequency of the LPF equal the bandwidth of \(c_k\), i.e., \(f_m\) (or its normalized value \(f_mT\)).

The filter order \(2D_f + 1\) of the LPF is constrained by two factors: (i) the BER performance and (ii) the decision delay.

The decision delay of the LPF with order \(2D_f + 1\) is \(D_f\) [57]. For some applications a large decision delay cannot be tolerated. For example, in voice communications via
Figure 6.3: The BER of the DFALP algorithm for different low pass filter orders $2D_f + 1$. The linear predictor order is $N = 50$. The CQPSK is used. $v = 60$ km/hour. $f_s = 6000$ symbols/second. $f = 5$ ghz. $K = 4$ dB. $f_mT = 0.0462$. $K_t = 5$.

satellite, the transmission delay takes typically 250 ms, and only 50 ms is left for interleaving. Viterbi decoding and low-pass filtering. For this reason, we recommend that the LPF order is set to less than $2D_f + 1 = 31$ with decision delay $D_f = 15$ symbols. Notice that Irvine-McLaine's SADD algorithm has a decision delay $(K_t + 1)D_f$, which is $K_t$ times larger than the DFALP algorithm, where $K_t$ is the training period. Another important problem in choosing the low pass filter order is that the BER performance of the DFALP algorithm depends upon the LPF order and the normalized fading bandwidth $f_mT$. This can be observed from Figure 6.3: too large or too small a LPF order results in worse performance.

Considering both the BER performance and complexity, we recommend a number of LPF and linear predictor orders according to extensive simulation results, which are shown in Figure 6.4. The data shown in Figure 6.4 are obtained by simulating a number of linear predictors of different order $N$ and a number of LPFs of different order $2D_f + 1$.
Figure 6.4: Recommended linear predictor order $N$ and low pass filter order $2D_f + 1$ for the DFALP algorithm.

for each value of $f_m T$ and choosing the best one. From Figure 6.4 it is seen that for slow fading the LPF order should be large and the predictor order should be small, and the opposite is true for fast fading. Using a least-square-error-fit approach, two empirical equations are derived for determining the linear predictor order and low pass filter order:

$$N = 10^5 (3.4241(f_m T)^3 - .5211(f_m T)^2 + .0276(f_m T))$$  \hfill (6.1.23)

and

$$D_f = 10^3 ( -7.526(f_m T)^3 + 3.6729(f_m T)^2 - 0.3981(f_m T) + 0.0153)$$  \hfill (6.1.24)

As is mentioned before, there exists no analytical approach to choosing threshold $\beta$ for the DFALP algorithm to switch between the decision feedback estimate $y_k/\hat{x}_k$ and predicted estimate $\hat{c}_k$. Intuitively, this depends upon our confidence in the decision $\hat{x}_k$. As is suggested in [57], choosing $\beta = e^{i\pi/(pq)}$ for $q$-ary PSK appears reasonable according to simulations, where $p = 2, 3, \ldots$ depending on different applications. We chose $p = 2$ in our simulations.
It is easily seen that choosing a small training period $K_t$ would improve the BER performance and also results in a bandwidth expansion of factor $1/(K_t - 1)$. Therefore there exists a trade-off between the BER performance and bandwidth expansion for choosing the training period $K_t$. In our simulations we chose $K_t = 5$, which results in 20% bandwidth expansion and a fairly good BER performance.

6.2 Performance of the DFALP Algorithm

6.2.1 Simulation Results

We have simulated the DFALP algorithm with uncoded CQPSK to compare its performance to Irvine-McLane's SADD algorithm, DQPSK, and CQPSK with perfect channel state information (CSI). The results are plotted in Figures 6.5-6.10.

In Figure 6.5 we simulate a typical cellular telephone channel, where the carrier frequency is 800 mhz, the symbol rate is 24000 symbols/second, the mobile speed is 100 km/hour, and the fading channel is Rayleigh. The normalized fading bandwidth is then $f_m T = 0.00309$. The low pass filter order of the DFALP is set to $2D_f + 1 = 31$ and the linear predictor order is $N = 2$. The low pass filter order of the SADD is set to $2D'_f + 1 = 21$. The training period of both SADD and DFALP is $K_t = 5$. Then the decision delay for the DFALP is $D_f = 15$ symbols and is $(K_t + 1)D'_f = 60$ for the SADD. It is clear that the decision delay of the SADD is much larger than the DFALP. The BER performance of the DFALP with uncoded CQPSK is about 2 dB better than the uncoded DQPSK and is about 1 dB worse than the uncoded CQPSK with perfect channel state information. The SADD with uncoded CQPSK performs well for small SNR but reaches a large error floor for large SNR. The large error floor of the SADD is mainly due to its irreducible interpolation error which is independent of the additive noise. However, it should be noted that the SADD with TCM coded and interleaved CQPSK performs 3 dB better than its DPSK counterpart as reported in [57].
Similar results are also observed from Figure 6.6 for a typical satellite channel, where the carrier frequency is 5 ghz, the mobile speed is 60 km/hour, the symbol rate is 6000 symbols/second, and the channel is Ricean with K factor equal to 4 dB. The normalized fading bandwidth is then $f_m T = 0.0463$. The training period is chosen $K_t = 5$. The LPF order for the DFALP is $2D_f + 1 = 9$ and is $2D'_f + 1 = 15$ for the SADD. Then the decision delay for the DFALP is $D_f = 4$ symbols and is $(K_t + 1)D'_f = 42$ for the SADD.

The performance improvement of the DFALP over the SADD is also evident from Figures 6.7 and 6.8, where the mean square error (MSE) of the estimate $\hat{c}_k$ of the complex channel gain is plotted for different fading channels.

It is observed that the performance of the DFALP is much better than the SADD for medium and large SNRs and the gap diminishes as the SNR becomes smaller and smaller. This fact is due to an irreducible interpolation error of the SADD algorithm, which cannot be decreased for even large SNRs. The DFALP does not have this problem since it uses adaptive linear prediction and low pass filtering for estimating the channel gain and does not involve interpolation of the training symbols. However, when the SNR becomes small and the additive white Gaussian noise becomes dominant, the interpolation error of the SADD algorithm becomes less important and its relative performance improves.

Figures 6.9 and 6.10 show the BER performance of the DFALP compared to the SADD for various training periods $K_t$, where one training symbol is sent to transmit every $K_t - 1$ data symbols. It is seen that for a large range of training symbol rates, the DFALP performs well while the SADD degenerates fast for large training intervals (i.e. fewer training symbols). It is also observed that the DFALP approaches the ideal performance of the CPSK with perfect channel state information when the training period $K_t$ equals 2, i.e. when one training symbol is sent for transmitting every one data symbol. From Figures 6.9 and 6.10 it is seen that there exists a trade-off between the BER performance and the bandwidth efficiency (the value of the training period), i.e. that a larger number of training symbols corresponds to a better BER performance.
Figure 6.5: The BER of the DFALP with uncoded CQPSK, Irvine-McLane's SADD with uncoded CQPSK, CQPSK with perfect channel state information, and DQPSK. The decision delay is $D_f = 15$ symbols for the DFALP and 60 symbols for the SADD ($D'_f = 10$). The training period for both DFALP and SADD is $K_t = 5$ (the bandwidth expansion is 20%). The mobile speed is 100 km/hour. The symbol rate is 24000 symbols/second. The wave-frequency is 800 mhz. The normalized fading bandwidth is $f_m T = 0.00309$. The fading channel is Rayleigh.

but also occupies more bandwidth.

It should be noted that both the phase and amplitude information are obtained by estimating the complex channel gain $c_k$. In [57] it is shown that combining trellis coded PSK, interleaving and soft Viterbi decoding with the SADD yields 3 dB gain over the same coded DPSK without channel estimation, where 1 dB gain is obtained by utilizing the amplitude estimate in a soft Viterbi decoding. From Figures 6.5-6.10 it appears that combining trellis coded PSK, interleaving and soft Viterbi decoding with the DFALP may potentially yield much more than 3 dB gain over the same coded DPSK without channel estimation.
Figure 6.6: The BER performance of the DFALP with uncoded CQPSK, Irvine-McLane's SADD with uncoded CQPSK, and DQPSK. The decision delay is $D_f = 4$ symbols for the DFALP and 42 symbols for the SADD ($D'_f = 7$). $K_t = 5$. $v = 60$ km/hour. $f_s = 6000$ symbols/second. $f = 5$ ghz. $f_mT = 0.04630$. The fading channel is Rician ($K = 4$ dB).
Figure 6.7: The mean-square-error (MSE) of the estimated complex channel gain $\hat{c}_k$ using the DFALP and Irvine-McLane's SADD. The decision delay is $D_f = 15$ symbols for the DFALP and 60 symbols for the SADD ($D'_f = 10$). $K_t = 5$. $v = 100$ km/hour. $f_s = 24000$ symbols/second. $f = 800$ mhz. $f_m T = 0.00309$. The fading channel is Rayleigh.
Figure 6.8: The mean-square-error (MSE) of the estimated complex channel gain $\hat{c}_k$ using the DFALP and Irvine-McLane's SADD. The decision delay is $D_f = 4$ symbols for the DFALP and 42 symbols for the SADD ($D'_f = 7$). $K_i = 5$. $v = 60$ km/hour. $f_s = 6000$ symbols/second. $f = 5$ ghz. $f_mT = 0.04630$. The fading channel is Rician ($K = 4$ dB).
Figure 6.9: The BER of the DFALP and SADD for different training periods. The decision delay is $D_f = 15$ symbols for the DFALP and 60 symbols for the SADD ($D'_f = 10$). $v = 100 \text{ km/hour. } f_s = 24000 \text{ symbols/second. } f = 800 \text{ mhz. } f_m T = 0.00309$. $\text{SNR}= 10 \text{ dB. The fading channel is Rayleigh.}$
Figure 6.10: The BER of the DFALP and SADD for different training periods. The decision delay is $D_f = 4$ symbols for the DFALP and 42 symbols for the SADD ($D'_f = 7$). $v = 60$ km/hour. $f_s = 6000$ symbols/second. $f = 5$ GHz. $f_m T = 0.0463$. $SNR = 10$ dB. The fading channel is Rician ($K = 4$ dB).
6.2.2 Analytical Estimation of Performance of DFALP

According to [46], the BER of symbol-by-symbol CPSK signal detection is

\[ P_c = \frac{1}{2} \left( 1 - \frac{1}{\sqrt{1 + \frac{\sigma_e^2 \log_2 q + \gamma^{-1}}{1 - \sigma_e^2}}} \right) \quad (6.2.1) \]

where \( \sigma_e^2 \) is the mean-square-error of the estimator \( \hat{c}_k \) of \( c_k \) and \( q = 2 \) for BPSK and \( q = 4 \) for QPSK. It is seen that the BER performance is proportional to the MSE of the channel gain estimator \( \hat{c}_k \). We now derive a close form solution of the MSE for the DFALP algorithm, which, combined with the above equation, may be used to estimate the performance of the DFALP algorithm. The MSE of the estimator \( \hat{c}_k \) equals

\[ \xi_d = E\{|c_k - \hat{c}_k|^2\}. \quad (6.2.2) \]

Since the MMSE estimator \( \hat{c}_k \) is unbiased, without loss of generality it is then sufficient to study the case for \( E(c_k) = a = 0 \). Let the optimum linear predictor coefficients be denoted by the vector \( \vec{b} \). The covariance matrix of \( \vec{e}(k) = (c_{k-1}, \ldots, c_{k-N})^T \) is

\[ R_c = E\{\vec{e} \cdot \vec{e}^H\} = \begin{pmatrix} r_0 & r_1 & \cdots & r_{N-1} \\ r_1 & r_0 & \cdots & r_{N-2} \\ \vdots & \vdots & \ddots & \vdots \\ r_{N-1} & r_{N-2} & \cdots & r_0 \end{pmatrix} \quad (6.2.3) \]

and the cross-covariance between \( c_k \) and \( \vec{e}(k) \) is

\[ \vec{r} = E\{c_k \vec{e}\} = (r_1, \ldots, r_N)^T \quad (6.2.4) \]

Then the MSE is

\[ \xi_d = E\{|c_k - \vec{b}^H \vec{e}|^2\} = E\{|c_k - \vec{b}^H (\vec{e} + \vec{n}')|^2\} \quad (6.2.5) \]

where \( \vec{e}(k) = (\hat{c}_{k-1}, \ldots, \hat{c}_{k-N})^T \) is the feedback channel estimate, \( \vec{n}'(k) = (\frac{n_{k-1}}{x_{k-1}}, \ldots, \frac{n_{k-N}}{x_{k-N}})^T \) with \( n_i \) the AWGN and \( x_i \) the training or decision-feedback data symbols (assuming
Figure 6.11: An analytical estimate of the BER of the DFALP with uncoded CQPSK. 

\[ N = 2, \quad v = 100 \text{ km/hour}, \quad f_s = 24000 \text{ symbols/second}, \quad f = 800 \text{ mhz}, \quad f_{m}T = 0.00309. \]

The fading channel is Rayleigh.

It is noted that \( n_i \) has zero-mean and is i.i.d. and independent of \( c_i \).

The covariance matrix of \( \bar{n}' \) is

\[ R_{n'} = \frac{1}{\gamma_s} I_{N \times N} \quad (6.2.6) \]

where \( I_{N \times N} \) is an identity matrix and \( \gamma_s \) is the SNR per symbol. Then

\[
\xi_d = E\{|c_k|^2\} - 2E\{c_k \hat{c}_k\} + E\{c_k \hat{c}_k^\dagger\} + E\{\bar{b}'\bar{n}'\bar{b}\} \\
= r_0 - 2E\{c_k \bar{b}'\bar{c}\} + E\{\bar{b}'\bar{c}\bar{c}'\bar{b}\} + E\{\bar{b}'\bar{n}'\bar{n}'\bar{b}\} \\
= r_0 - 2\bar{b}'\bar{f} + \bar{b}'R_c \bar{b} + \frac{1}{\gamma_s} \bar{b}'\bar{b} \quad (6.2.7)
\]

It is well-known that the steady-state solution of MMSE filter coefficients \( \bar{b} \) satisfies the normal equation.[124]

\[ (R_c + R_{n'}) \bar{b} = \bar{f}. \quad (6.2.8) \]
Solving (6.2.8) for $\bar{b}$ and substituting into (6.2.7) yields

$$\xi_d = r_0 - \bar{r}^T(R_c + \frac{1}{\gamma_s}I_{N\times N})^{-1}\bar{r}$$  \hspace{1cm} (6.2.9)

where the fact that $R_c$ is symmetric and positive definite is used. It is also noted that $r_k > 0$ for all $k$. Then an estimated MSE of the channel gain estimator $\hat{c}_k$ is

$$\sigma^2_{\hat{c}} \approx \xi_d = r_0 - \bar{r}^T(R_c + \frac{1}{\gamma_s}I_{N\times N})^{-1}\bar{r}. \hspace{1cm} (6.2.10)$$

For the Jakes-Reudink fading model, $r_k$ is given by

$$r_k = J_0(2\pi f_m T k) \hspace{1cm} (6.2.11)$$

where

$$f_m T = \frac{v T}{\lambda} = \frac{v f}{v_l f_s} \hspace{1cm} (6.2.12)$$

is the normalized fading bandwidth with $\nu$ the vehicle speed, $f$ the wave frequency, $f_s$ the symbol rate and $v_l$ the speed of light. Eqs.(6.2.1) and (6.2.10) can be used to estimate the BER performance of the DFALP algorithm. It should be noted that the effect of the low pass filter is not considered in the above derivation, which reduces the effective noise energy of the final channel estimate $\hat{c}_k$. Therefore the BER may be sometimes over-estimated (i.e. worse than the true value).

Figure 6.11 plots the analytical estimate of the BER performance of the DFALP algorithm with CQPSK. The simulated values are also plotted for comparison. It is seen that the estimated BER is slightly over-estimated due to the ignorance of the LPF.

6.2.3 Analytical Estimation of Performance of SADD

To compare the performance of the DFALP to the SADD of [57, 58], we now present an analytical estimate of the performance of the SADD. The linear interpolation of the training symbols of the SADD is plotted in Figure 5.5. Since it is found that interpolation of the complex channel-gain actually yields slightly better performance of
Figure 6.12: Analytical estimates of the MSE of the DFALP and SADD. \( N = 2, \ K_t = 5, \ v = 100 \ \text{km/hour}, \ f_s = 24000 \ \text{symbols/second}, \ f = 800 \ \text{mHz}, \ f_n T = 0.00309. \) The fading channel is Rayleigh.

The SADD than interpolation of the phase as proposed in \([57, 58]\), we will analyze the interpolation of the complex channel-gain to measure the performance of the SADD.

We first ignore the effect of the decision-feedback of the SADD and will later add this operation to the analysis. The step-size of the interpolation may be written as

\[
\delta \triangleq \frac{c_k + n_k' - (c_{k-K_t} + n_{k-K_t}')}{{K_t}} \tag{6.2.13}
\]

where \( n_k' = n_k/x_k \). Let the channel estimate of the SADD be denoted by \( \hat{c}_k \). The MSE of the symbol-aided part of the SADD algorithm may be determined:

\[
\xi_s \triangleq E\{|c_k - \hat{c}_k|^2\}
\]

\[
= E\left\{ \frac{1}{K_t} \sum_{i=0}^{K_t-1} |c_{k-i} - (c_k + n_k' - i\delta)|^2 \right\}
\]

\[
= \frac{1}{K_t} E\left\{ \sum_{i=0}^{K_t-1} \left| c_{k-i} - \left( 1 - \frac{i}{K_t} \right) c_k - \frac{i}{K_t} c_{k-K_t} - (1 - \frac{i}{K_t}) n_k' - \frac{i}{K_t} n_{k-K_t}' \right|^2 \right\}
\]

\[
= \frac{1}{K_t} \sum_{i=0}^{K_t-1} \{r_0 [1 + (1 - \frac{i}{K_t})] + \frac{i}{K_t} + (1 - \frac{i}{K_t}) \frac{1}{\gamma_s} + \frac{i}{K_t} \frac{1}{\gamma_s} - \}
\]
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\[
2(1 - \frac{i}{K_t})r_i - 2 \frac{i}{K_t} r_{K_t-i} + 2(1 - \frac{i}{K_t}) \frac{i}{K_t} r_{K_t}\]
\[
= \frac{2}{K_t} \sum_{i=1}^{K_t-1} \{r_0 - (1 - \frac{i}{K_t})r_i - \frac{i}{K_t} r_{K_t-i} + (1 - \frac{i}{K_t}) \frac{i}{K_t} r_{K_t}\} + \frac{1}{\gamma_s}
\]
\[
= \tilde{\varepsilon}_i^2 + \frac{1}{\gamma_s} \tag{6.2.14}
\]

where we have used (6.2.13), and \(\gamma_s\) is the SNR per symbol. We identify the first term
\[
\tilde{\varepsilon}_i^2 = \frac{2}{K_t} \sum_{i=1}^{K_t-1} \{r_0 - (1 - \frac{i}{K_t})r_i - \frac{i}{K_t} r_{K_t-i} + (1 - \frac{i}{K_t}) \frac{i}{K_t} r_{K_t}\} \tag{6.2.15}
\]
as the MSE due to linear interpolation and the second term \(1/\gamma_s\) as the MSE due to the additive noise.

When the decision feedback of the SADD is considered, the interpolation error \(\varepsilon_i^2\) would be decreased significantly since a correct tentative decision would eliminate the interpolation error and only the falsely detected feedback would contribute to the interpolation error. Therefore the MSE estimate is modified by
\[
\xi_s = \tilde{\varepsilon}_i^2 P_e(\xi_s) + \frac{1}{\gamma_s} \tag{6.2.16}
\]

where \(\tilde{\varepsilon}_i^2\) is given by Eq.(6.2.15) and \(P_e(\xi_s)\) is given by Eq.(6.2.1) with \(\sigma_i^2 = \xi_s\). Eq.(6.2.16) has to be solved recursively. It is found that using less than 10 recursions usually yields reasonable estimate of the MSE of the SADD.

Figure 6.12 plots the estimated MSE of the DFALP and SADD. From both Eq.(6.2.16) and Figure 6.12, it is seen that the irreducible interpolation error \(\varepsilon_i^2\) of the SADD is large enough to prevent performance improvement without coding. This also confirms the observation from Figure 5.5 that the interpolation error would be large. By avoiding interpolation, the DFALP algorithm effectively has solved this problem.
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6.3 Adaptive Identification of Nonselective Fading Channels Experiencing Changes of Vehicle Speed

In the last section it is shown that the performance of the channel tracking algorithm is affected by the channel statistics, particularly the vehicle speed, since the normalized fading channel bandwidth equals

$$f_mT = \frac{vT}{\lambda} \quad (6.3.1)$$

where \( \lambda \) is wavelength and \( v \) is vehicle speed. It is easily seen that the vehicle speed is the most important factor affecting the fading channel. Changes of the vehicle speed occur almost surely in a congested urban area. Therefore it is of practical interest to monitor the vehicle speed and adjust the parameters of channel tracking algorithms to improve the performance, particularly for base stations of the cellular telephone network or large mobile units which can afford higher complexity and require better performance.

6.3.1 Monitoring Vehicle Speed by Measuring Level Crossing Rate

It has been shown that an important factor affecting the fading channels is the vehicle speed. It is shown in [62] that there exists a close relationship between the vehicle speed and the level crossing rate. Following [62], it can be shown that the level crossing rate

$$\tilde{n}(|c_k - a| = A) = \tilde{n}(R) = \frac{\beta v}{\sqrt{2\pi}} Re^{-R^2} = \sqrt{2\pi f_m} Re^{-R^2} \quad (6.3.2)$$

and the average fade duration

$$\tilde{r}(|c_k - a| = A) = \tilde{r}(R) = \frac{\sqrt{2\pi}}{\beta v} \frac{1}{R} (e^{R^2} - 1) = \frac{1}{\sqrt{2\pi f_m}} \frac{1}{R} (e^{R^2} - 1) \quad (6.3.3)$$

with

$$R = \frac{A}{\sqrt{r_0}} \quad (6.3.4)$$
where $c_k$ is the fading channel gain, $a = E(c_k)$, $r_0 = Var(c_k) = E(c_k^2) - |a|^2$. $A$ is a predetermined level. Notice that

$$\beta = \frac{2\pi}{\lambda}$$

(6.3.5)

where $\lambda$ is wavelength and is known. Therefore measuring the level crossing rate would yield an estimate of vehicle speed $v$ and fading channel bandwidth $f_m$.

By choosing $R$ to be $-5$ dB, or $A = 0.5623 \sqrt{r_0}$ as is suggested in [62], the vehicle speed is estimated by

$$v \approx \frac{1.6579}{\beta t} = 6.1154 \frac{\bar{n}}{\beta}$$

(6.3.6)

### 6.3.2 Measuring Level Crossing Rate by Using Change Detectors

In this subsection the change detection algorithms studied in this thesis are applied to measure the level crossing rate $\bar{n}$. It is noted that for a given level, for example $R = -5$ dB, a level crossing detector is essentially a deep fade detector. For a given level $R$ we count the number of level crossings $n$ during a given period of time $(t_1, t_2]$, then the level crossing rate can be estimated using

$$\bar{n} \approx \frac{n}{t_2 - t_1}.$$  

(6.3.7)

Then the vehicle speed can be estimated using Eq.(6.3.6).

Notice that the observed signal $y_k = x_k * c_k + n_k$ contains a noise term $n_k$ which may cause false alarms, i.e., that a level crossing is falsely reported. In addition, if the detection delay is too large, some level crossings may be missed. Therefore it is seen that the level crossing detector is actually a change detector. We now develop a change detection model and then apply the MAR and CUSUM procedures.

Consider the power of received signal $y_i$

$$z_i = |y_i|^2.$$  

(6.3.8)
It is easily seen that
\[
    z_i = |c_i|^2|x_i|^2 + c_i^*x_i^*n_i + c_i x_i n_i^* + |n_i|^2
\]
\[
    \approx |c_i|^2 + c_i^*x_i^*n_i + c_i x_i n_i^* \tag{6.3.9}
\]
where we used the fact that $|x_i|^2 = 1$ for constant-envelope modulation and assumed that the signal-to-noise ratio (SNR) is large such that the term $|n_i|^2$ is negligible compared to other terms. Since $c_i$ is locally deterministic and is conditioned on data symbol $x_i$, $z_i$ is a linear combination of zero-mean Gaussian random variables $n_i$. That is, $z_i$ is Gaussian distributed with mean
\[
    E\{z_i\} = |c_i|^2 \tag{6.3.10}
\]
and variance
\[
    Var\{z_i\} = 2E\{c_i^*x_i n_i; c_i x_i n_i^*\}
\]
\[
    = 2|c_i|^2|x_i|^2\sigma_n^2
\]
\[
    = 2|c_i|^2\sigma_n^2 \tag{6.3.11}
\]
where $\sigma_n^2$ is the variance of the noise $n_i$. The channel energy $|c_i|^2$ equals
\[
    A_0^2 = r_0 + |a|^2 \tag{6.3.12}
\]
at normal level and drops to below
\[
    A_1^2 = 0.5623^2 r_0 + |a|^2 \tag{6.3.13}
\]
during a fade, where $0.5623^2 r_0$ implies a 5 dB power drop and is proposed in [62] for measuring the level crossing rate. Therefore the problem is formally expressed as
\[
    H_0 : \quad \text{Channel energy equals } A_0^2
\]
\[
    H_1 : \quad \text{Channel energy drops to } A_1^2
\]
or equivalently
\[
    H_0 : \quad z_i \sim N(A_0^2, 2A_0^2\sigma_n^2)
\]
\[
    H_1 : \quad z_i \sim N(A_1^2, 2A_1^2\sigma_n^2)
\]
201
The densities of \( z_i \) under the above two hypotheses are

\[
f_0(z_i) = \frac{1}{\sqrt{4\pi A_0^2 \sigma_n^2}} e^{-\frac{(z_i - A_0^2)^2}{4A_0^2 \sigma_n^2}}
\]

(6.3.14)

and

\[
f_1(z_i) = \frac{1}{\sqrt{4\pi A_1^2 \sigma_n^2}} e^{-\frac{(z_i - A_1^2)^2}{4A_1^2 \sigma_n^2}}
\]

(6.3.15)

respectively. The one-sample likelihood ratio is then

\[
l_i \triangleq \frac{f_1(z_i)}{f_0(z_i)}
\]

\[
= \frac{A_0}{A_1} \exp\left(\frac{A_0^2 - A_1^2}{4\sigma_n^2}\right) \exp\left(\frac{1}{4\sigma_n^2} \left(\frac{1}{A_0^2} - \frac{1}{A_1^2}\right) z_i^2\right)
\]

\[
= A_e e^{Ah_i^4}
\]

(6.3.16)

where

\[
A_e \triangleq \frac{A_0}{A_1} \exp\left(\frac{A_0^2 - A_1^2}{4\sigma_n^2}\right)
\]

(6.3.17)

and

\[
A_s \triangleq \frac{1}{4\sigma_n^2} \left(\frac{1}{A_0^2} - \frac{1}{A_1^2}\right).
\]

(6.3.18)

The one-sample log-likelihood ratio is

\[
\ln l_i = \ln A_e + A_s |y_i|^4.
\]

(6.3.19)

The CUSUM statistic is

\[
T_n = \max\{T_{n-1}, 1\} l_i
\]

(6.3.20)

with \( T_0 = 1 \). The CUSUM decision rule is that one decides a change has occurred as soon as

\[
T_n \geq B_0
\]

(6.3.21)

is satisfied, where \( B_0 \) is a decision threshold.

The MAR statistic is

\[
\hat{r}(n) = \frac{T_n \pi_0^2 - (1 - \pi_0)}{T_n \pi_0^2 + 1 - \pi_0}
\]

(6.3.22)
where \(0 < \pi_0 < 0.5\) is the design parameter. The MAR decision rule is that one decides a change has occurred as soon as

\[
\hat{r}(n) > \hat{r}(n-1).
\]

(6.3.23)

From the above equations, it is seen that the CUSUM procedure is a sequential energy detector with automatic lower-value reset. The MAR statistic is a transform of the CUSUM statistic, and is a function of the sample energy \(|y_i|^2\). The MAR procedures is sequential. It is noted that the detector is independent of the data symbols \(x_k\) if constant envelope modulation is used.

It is also desirable to detect the recovery of the channel power from a deep fade \(A_1^2\) to the normal level \(A_2^2\) in order to measure the number of level crossings. The algorithm is the same as the one described above except that the CUSUM statistic becomes

\[
T'_n = \max\{T'_{n-1}, 1\} \frac{1}{\lambda_t}
\]

(6.3.24)

with the decision threshold \(B_1\) and the MAR statistic is

\[
\hat{r}(n) = \frac{T'_n \pi_1^2 - (1 - \pi_1)}{T'_n \pi_1^2 + 1 - \pi_1} n.
\]

(6.3.25)

The combination of (6.3.20) and (6.3.24) represent a switched CUSUM detector which detects both the power drop from \(A_2^2\) to \(A_1^2\) and the power recovery from \(A_1^2\) to \(A_2^2\). Eqs.(6.3.22) and (6.3.25) represent a switched MAR detector accomplishing the same task.

We now try to design the thresholds \(B_0\), \(B_1\) for CUSUM and \(\pi_0\), \(\pi_1\) for MAR. According to the results in Section 3.6, the false alarm probability \(\alpha\) for both CUSUM and MAR is a function of the actual change-time \(m\). It has been observed that the false alarm probability is approximately a linear function of the actual change-time \(m\). Therefore in order to maintain a fixed false alarm probability, we propose to vary the decision thresholds of both CUSUM and MAR linearly with time \(n\) which represents the time from the end of the most recent detected level crossing to the present moment.
Figure 6.13: The estimated vehicle speed using the MAR and CUSUM. $f_s = 6000$ symbols/second. $f = 5$ ghz. The fading channel is Rician ($K = 4$ dB).

when a level crossing has not been detected ($n \leq m$). Formally, the parameters are designed as

$$B_{0n} = nB_0 \quad B_{1n} = nB_1 \quad (6.3.26)$$

and

$$\tau_{0n} = \frac{\tau_0}{n} \quad \tau_{1n} = \frac{\tau_1}{n} \quad (6.3.27)$$

Using the above varying-threshold change-detection procedures and Eq.(6.3.6), the vehicle speed of a fading channel is estimated and plotted in Figure 6.13. It is seen that there exists certain errors between the estimated vehicle speed $\hat{v}$ and the actual speed $v$. Both procedures underestimate the speed when the actual value is large, and they over-estimate the speed when the actual value is small. The underestimation occurs for fast fading since level crossings occur so frequently that change-detection procedures cannot detect all level crossings and therefore under-estimate the level crossing rate. On the other hand, overestimation occurs for slow fading since level crossings do not occur frequently and the change-detection procedures contribute false alarms. It is interesting
Figure 6.14: The BER of the DFALP with or without a vehicle speed monitor and DQPSK. $K_t = 5$. The mobile speed changes from 60 km/hour to 6 km/hour. $f_s = 6000$ symbols/second. $f = 5$ ghz. The fading channel is Rician ($K = 4$ dB).

that the MAR estimate is slightly closer to the actual value than the CUSUM estimate. Using a least-square-fit approach and the data shown in Figure 6.13, an empirical relationship between the estimated vehicle speed and the actual speed is obtained as

$$v \approx 0.0018\hat{v}^3 - 0.0352\hat{v}^2 + 1.0581\hat{v} - 2.1636$$

(6.3.28)

for the MAR estimate and

$$v \approx -0.0002\hat{v}^4 + 0.0174\hat{v}^3 - 0.6184\hat{v}^2 + 11.8242\hat{v} - 81.7958$$

(6.3.29)

for the CUSUM estimate.

Figures 6.14 and 6.15 show the BER performance of the DFALP with or without a vehicle speed monitor, where an MAR speed monitor is used. As a reference, the BER performance of the DQPSK detection is also plotted. From Figure 6.14 it is seen that when the vehicle speed decreases from 60 km/hour to 6 km/hour, the performance degenerates slightly if the vehicle speed monitor is not used to adjust the filter order and
Figure 6.15: The BER of the DFALP with or without a vehicle speed monitor and DQPSK. $K_1 = 5$. The mobile speed changes from 60 km/hour to 100 km/hour. $f_s = 6000 \text{ symbols/second}$. $f = 5 \text{ ghz}$. The fading channel is Rician ($K = 4 \text{ dB}$).

tap weights. Figure 6.15 shows that when the vehicle speed increases from 60 km/hour to 100 km/hour, the performance degenerates quite significantly, particularly if the SNR is greater than 12 dB (even though its performance is not worse than the SADD according to Figures 6.5 and 6.6).

It is therefore recommended that a vehicle-speed monitor may be used if a larger complexity can be afforded by certain facilities such as base stations and large communications vehicles in order to achieve high quality communication. In other applications, where low complexity is desirable, e.g., in handsets of cellular telephone communications, it is recommended that the filter orders and tap weights are designed for a vehicle speed which is slightly larger than the most frequently-used speed. In the latter case, a vehicle-speed monitor is not required and the filter orders and LPF tap-weights are not adjusted even though the vehicle speed has changed.
6.4 DFALP Algorithm for Two-Beam Fading Channels

In a number of applications the frequency-selective fading channel may be more realistic. In this section we will briefly address the problem of estimating the frequency nonselective fading channels. We will provide two possible solutions to the problem without much elaboration. A detailed study is required in the future to further justify the proposals presented in this section.

For the frequency selective channel, a serious problem is the intersymbol interference (ISI) if it is not well equalized [98] or compensated for using some estimation technique. For a very slow fading channel, it is possible to approach this problem using a conventional adaptive equalizer with a fast tap-weight adaptation algorithm [25, 26, 55].

However, the conventional equalizer does not work well [25, 26, 55] in a fading channel whose normalized fading bandwidth is not less than 0.003, a situation for a typical cellular telephone channel involving fast moving vehicles or a satellite channel (see Figures 5.1-5.3). For this case a simple solution to the problem is to combine a conventional adaptive equalizer with the DFALP algorithm. The equalizer serves to decrease the ISI to an extent that its effect is not serious. Then the DFALP algorithm for nonselective fading channels is used to exactly estimate the channel gain to enhance the quality of the demodulation/decoding.

Another approach is to generalize the DFALP algorithm to track two-beam fading channels. We will now present this proposal. A two-beam fading channel is a special case of the frequency selective fading channels presented in section 5.1.2 when $l = 1$. The received signal may be written as

$$y_k = c_{0k}x_k + c_{1k}x_{k-1} + n_k$$

where $c_{0k}$ is the channel gain of the first equivalent beam and $c_{1k}$ is the channel gain of the second equivalent beam. By an equivalent beam we mean that it is the output of
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the actual beams passed through a linear matched filter and a symbol rate sampler. At
the time \( k - 1 \) the received signal is

\[
y_{k-1} = c_{0,k-1}x_{k-1} + c_{1,k-1}x_{k-2} + n_{k-1}. \tag{6.4.2}
\]

For a number of applications it is reasonable to assume that

\[
c_{0k} \approx c_{0,k-1} \quad c_{1k} \approx c_{1,k-1} \tag{6.4.3}
\]

which implies that the channel change from the time \( k - 1 \) to \( k \) is minimal. This
assumption is not unrealistic for both slow and fast fading channels (see Figures 5.1-
5.3). By using the above approximation, Eqs.(6.4.1) and (6.4.2) may be written as

\[
\begin{pmatrix}
  y_k \\
  y_{k-1}
\end{pmatrix} =
\begin{pmatrix}
  x_k & x_{k-1} \\
  x_{k-1} & x_{k-2}
\end{pmatrix}
\begin{pmatrix}
  c_{0k} \\
  c_{1k}
\end{pmatrix} +
\begin{pmatrix}
  n_k \\
  n_{k-1}
\end{pmatrix}. \tag{6.4.4}
\]

Following the DFALP algorithm for flat fading channels, the predicted channel gain at
the time \( k \) is

\[
\hat{c}_{0k} = \sum_{i=1}^{N} b_{0i} \hat{c}_{0,k-i} = \bar{b}_0(k)^H \bar{c}_0(k) \tag{6.4.5}
\]

\[
\hat{c}_{1k} = \sum_{i=1}^{N} b_{1i} \hat{c}_{1,k-i} = \bar{b}_1(k)^H \bar{c}_1(k) \tag{6.4.6}
\]

where \( b_{0i} \) and \( b_{1i} \) are coefficients of the linear predictors for the first and second equivalent
beams respectively. \( \hat{c}_{0,k-i} \) and \( \hat{c}_{1,k-i} \) are the past channel gains known from training
symbols or decision feedback. The above equations generalize Step 1.1 of the DFALP
algorithm presented in Section 6.1.

Then the data symbol at the time \( k \) may be estimated according to Eq.(6.4.1) as

\[
\hat{x}_k = (y_k - \hat{c}_{1k} \hat{x}_{k-1})/\hat{c}_{0k} \tag{6.4.7}
\]

where \( \hat{x}_{k-1} \) is the past detected data symbol or training symbol at the time \( k - 1 \). The
above equation is a generalization of Step 1.2 of the DFALP.

Naturally, a tentative decision results in a possibly better estimate \( \hat{x}_k \) of \( x_k \) given by

\[
|\hat{x}_k - \bar{x}_k| = \min_{x_k \in D} |\hat{x}_k - x_k| \tag{6.4.8}
\]
where $D$ is the signal constellation. The above equation generalizes Step 1.3 of the DFALP.

From Eq.(6.4.4) it is easily seen that a more accurate channel estimate may be obtained using

$$
\begin{pmatrix}
\tilde{c}_{0k} \\
\tilde{c}_{1k}
\end{pmatrix} \approx \begin{pmatrix}
\bar{x}_k & \bar{x}_{k-1} \\
\bar{x}_{k-1} & \bar{x}_{k-2}
\end{pmatrix}^{-1} \begin{pmatrix}
y_k \\
y_{k-1}
\end{pmatrix}
$$

(6.4.9)

where $\bar{x}_j$ are either decision-feedback data symbols or training symbols. It is assumed that

$$\bar{x}_k \bar{x}_{k-2} \neq \bar{x}_{k-1}^2.$$  

(6.4.10)

Similar to Step 1.4 of the DFALP, a thresholding is used to check if

$$|\hat{c}_{0k} - \hat{c}_{0k}| \geq \beta \quad \text{or} \quad |\hat{c}_{1k} - \hat{c}_{1k}| \geq \beta$$

(6.4.11)

If the threshold is exceeded, it should be switched to the original predicted value $\hat{c}_{0k}$ or $\hat{c}_{1k}$ respectively.

Step 2 of the DFALP is easily generalized to

$$\bar{b}_0(k+1) = \bar{b}_0(k) + \mu (\hat{c}_{0k} - \hat{c}_{0k})^* \bar{c}_0(k)$$

(6.4.12)

$$\bar{b}_1(k+1) = \bar{b}_1(k) + \mu (\hat{c}_{1k} - \hat{c}_{1k})^* \bar{c}_1(k)$$

(6.4.13)

which update the linear predictor coefficients.

Then the third step is to low-pass-filter the estimated channel-gains using

$$\tilde{c}_{0,k-D_f} = \sum_{i=0}^{2D_f} h_i \tilde{c}_{0,k-i}$$

(6.4.14)

$$\tilde{c}_{1,k-D_f} = \sum_{i=0}^{2D_f} h_i \tilde{c}_{1,k-i}$$

(6.4.15)

which reduce the noise in the estimate.

Finally we output $\tilde{c}_{i,k-D_f}$ and feedback $\tilde{c}_{ik}$. 
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The above steps generalize the DFALP algorithm for flat fading channels. It is noted that following the same procedures the DFALP algorithm can be generalized to track other frequency selective fading channels.

It is noted that the frequency selective fading channel is essentially a time-varying finite-impulse-response (FIR) filter. Adaptive equalization is the conventional way to approach time-invariant or slowly time-varying FIR channels. An equalizer is in essence an approximation to the inverse FIR channel filter. Since a fading channel does not necessarily vary very slowly (see Figures 5.1-5.3), a conventional equalizer then has difficulty to adapt itself fast enough to follow the rapidly varying fading (FIR) channel. Even using training symbols and existing fast algorithms, for example the recursive least square algorithm, an adaptive equalizer takes at least 50 samples to converge [98] and therefore is too slow to track a fading channel with reasonable specifications (vehicle speed, symbol rate and wave frequency). On the other hand, the DFALP algorithm tries to predict each current tap weight of the time-varying FIR channel using the past known or decision- feedbacked tap weights. According to the well-known linear prediction theory [97], the only condition required for a linear predictor to work satisfactorily is that the covariance matrix of the random sequence be stationary or slowly time-varying. The value of the tap weights can be varying arbitrarily with time subject to the above condition. Based upon the above argument, it is seen that the DFALP algorithm may be a more viable approach to tracking the time-varying fading channel.
Chapter 7

CONCLUSION

In the final chapter we summarize the results in this thesis and propose future research directions for both change-detection and fading channel identification.

7.1 Change Detection

7.1.1 Major Results

In this thesis, a major result is that a new procedure, referred to as the minimum asymptotic risk (MAR) procedure, was proposed to quickly detect an abrupt change in random signals (Section 3.2). The new procedure is based upon an optimum procedure derived from Bayesian decision theoretic analysis. Theoretically, it was shown that under certain asymptotic conditions the new procedure's test statistic converges almost surely to the optimum decision statistic, and that the MAR decision rule is asymptotically equivalent to the optimum rule (Section 3.3). Extensive simulations were conducted to compare the performance of the MAR procedure to three well-known existing procedures described in Section 2.2, i.e., CUSUM, GRS and FSS, where a modified Shiryaev criterion introduced in Section 3.1 was used. It is shown that the MAR procedure has both a smaller
average delay and a larger false alarm average run length than CUSUM. FSS and a special case of the GRS procedure for a given false alarm probability. The MAR procedure also compares favorably with GRS in a number of situations. In the simulations both Gaussian and non-Gaussian distributions were used (Section 3.5). Bounds for the false alarm probability of the MAR, CUSUM and GRS procedures were derived in Section 3.6. It was shown that the bounds are tight for large parameter changes. The almost sure termination of each procedure was also proved.

In Chapter 4, the change detection procedures were extended to the case of unknown parameters, and non-i.i.d. observations. For change detection with unknown parameters, a multiple-hypothesis (MH) method was combined with the change-detection procedure discussed in Chapter 3. A number of properties of the MH approach were studied in Section 4.1, particularly convergence and the number of presumed parameters needed. For non-i.i.d. observations, a major approach to the change detection problem is to use an approximate CUSUM (A-CUSUM) statistic proposed by Blüstein [17]. In Section 4.2 the A-CUSUM statistic was combined with MAR in order to address the large computational complexity problem. Simulations were conducted for some of the schemes proposed in this chapter.

Another important contribution in this thesis is a generalization of the well-known sequential probability ratio test (SPRT) to nonstationary situations (NSPRT). A generalized Wald's lower bound was provided. Using Bayesian decision theoretic analysis, it was proved that the NSPRT is optimal in the classical sense of Wald and Wolfowitz. Although optimal threshold determination remains an unsolved problem, a number of interesting properties of the optimum time-varying decision thresholds were provided in Section 4.2.
7.1.2 Future Research in Change Detection

An interesting and practical problem in change detection is how to maintain a constant false alarm probability over the different possible change times in the random sequence. This problem has been encountered in the mobile communications application discussed in Section 6.3, where the vehicle speed is monitored by detecting the times of power drop and recovery of the fading channel. If the power drop and recovery occur relatively infrequently, then the actual change time is increased, and the thresholds for CUSUM and MAR must be changed in order to avoid an increase in false alarm rate. The false alarm probability bounds derived in Section 3.6 suggest that the threshold should be chosen to be time-varying, and this idea was used in our vehicle speed monitor. However, the adaptive thresholding algorithm lacks sound theoretical justification.

Much work remains to be done in change detection for dependent observations. Existing methods including those proposed in this thesis are mostly ad hoc. The trade-off between computational complexity and performance has not been carefully studied.

Finally, the fundamental problem of change-detection for i.i.d. observations has not been completely solved yet. Both theoretical and experimental studies show that none of the existing procedures including the new MAR procedure proposed in this thesis is nonasymptotically optimal under practical criteria. Therefore it may still be still possible to discover a more powerful algorithm.

7.2 Fading Channel Identification

7.2.1 Major Results

An important contribution of this thesis was to use decision feedback and adaptive linear prediction (DFALP) to track the phase and amplitude of fading channels (Section 6.1). This work was motivated by the observation that a globally optimum detection scheme proposed in [76] is approximately equivalent to a coherent detector and an MMSE
channel estimator as described in Section 5.2. The DFALP provides a good channel estimate for the coherent detector.

The performance of the DFALP algorithm was studied both analytically and experimentally in Section 6.2. An analytical estimate of the mean-square-error (MSE) and bit-error-rate (BER) of the DFALP algorithm was derived. An estimate of the MSE of the SADD algorithm was also derived analytically and compared to that of DFALP. This analytical result also explains an experimentally observed irreducible interpolation error problem of SADD found in Section 6.2. Using extensive simulations it has been shown that the new algorithm combined with CPSK outperforms its DPSK counterpart and the existing fading channel tracking algorithm. The parameter design problem for the DFALP algorithm was carefully studied in Section 6.1 and near-to-optimum filter orders and tap-weights are recommended.

In Section 6.3, the change detection procedures described in Chapter 3 were adapted to monitor the vehicle speed by detecting the power drop and recovery of a fading channel. The vehicle speed monitor was then used to adapt the fading channel tracking algorithms to maintain a high level of performance over different nonstationary situations. The performance improvement by using the vehicle speed monitor was demonstrated.

The extension of the new adaptive identification algorithm to frequency selective fading channels was also discussed briefly in Section 6.4.

7.2.2 Future Research in Fading Channel Identification

Chapters 5 and 6 have been devoted to developing the DFALP algorithm for tracking fading channels. Since the fading channel tracker provides both the channel phase and amplitude information, it is expected that combining DFALP with coding, interleaving and Viterbi soft decoding would yield a significant performance gain over the conventional DPSK scheme as reported in [57, 58]. However, this conjecture has to be confirmed
performance of trellis coded, interleaved CPSK with imperfect channel state information, while the performance of the same CPSK with perfect channel state information has been studied in [80, 54].

High-level quadratic amplitude modulation (QAM) has not been seriously considered in a fading channel environment since it has been perceived that a good estimate of the channel phase and amplitude is difficult to obtain, even though high-level QAM is bandwidth-efficient and has better performance than PSK if the channel state information is available [2]. Since the proposed DFALP channel tracker provides a good estimate of both channel phase and amplitude, it appears feasible to apply high-level QAM to a fading channel environment as is suggested in [2]. However, this problem should be studied carefully for the situation of imperfect channel state information.

Finally, Section 6.4 extended the DFALP channel estimation algorithm to frequency-selective fading channels. The performance of DFALP against existing schemes such as conventional equalizers and equalizer-type adaptive estimators [98] is a topic for future investigation.
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